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## Abstract

In this thesis, I present the research I conducted with my co-authors on numerous areas of verifiable, secure, and privacy-preserving computation during my doctoral studies at the University of Luxembourg, where Professor Peter Ryan advised me.

In the first part, I study the functional encryption scheme. In the standard setting of functional encryption, it is assumed both the Central Authority (CA) and the encryptors to run their respective algorithms faithfully. However, in the case of dishonest parties, the security of the cryptosystem may be violated. It means that dishonest parties can cause inconsistent results which may not be detected. In the first part, we improve on this situation by considering InnerProduct Encryption (IPE), a special case of functional encryption and a primitive that has attracted wide interest from practitioners and researchers in the last decade. Specifically, we construct the first efficient verifiable Inner Product Encryption (VIPE) scheme according to the inner-product functionality. As the next step, we construct a verifiable IPE that satisfies unconditional verifiability, whereas privacy relies on the standard assumption.

The second part of this thesis presents my research on e-voting protocols. I revisit the coercionresistant e-voting protocol by Juels, Catalano and Jakobsson (JCJ) and, particularly, the attempts to make it usable and practical. In JCJ the user needs to handle cryptographic credentials and fake these in case of coercion. We present a hardware-independent protocol that can be implemented using a combination of a digitally stored cryptographic length key and a PIN only known by the voter. The long credential could be stored in several places or hidden via steganography. At the ballot casting phase, the software will input the digital key and the password to form the credential submitted with the vote. Depending on the level of coercion, the coerced voter can either fake the long credential or, for stronger levels of coercion, the voter can reveal the digitally stored credential to the coercer but fake the PIN. Due to our improved tally, the coercer will not know if he got faked credentials or PINs. On the other hand, since the voter memories the PIN is a high chance of users making a PIN typo error which will invalidate the vote and remain undetected. Note that naively giving feedback on the correctness of the PIN is not possible for coercion-resistance as it would allow the coercer to check whether he got a fake PIN or not. Instead, we will define a set of allowed PIN errors (e.g., chosen by the election administrator). We will consider a ballot valid if it has a correct PIN or an allowed PIN error but invalid for other PINs. At the tally phase, we construct protocols that secretly check whether a given PIN is in the set of allowed PINs and will sort out invalid ballots.

We also design another End-to-End verifiable e-voting scheme achieving coercion-resistance via deniable vote updating. We propose a new e-voting system that enables voters with an intuitive mechanism to update their possibly coerced vote in a deniable way. What is more, our e-voting system does not introduce any additional trust assumptions for end-to-end verifiability and vote privacy besides the standards. Moreover, we demonstrate that our e-voting system can be instantiated efficiently for practical elections. With these properties, our e-voting system has the potential to close the gap between theory and practice in coercion-resistant e-voting.
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## Chapter 1

## Introduction

## " Once Upon a Time, there was a mystery"

Our story goes back far away, thousands of years ago, ancient Greece, ancient Rome, to Julius Caesar,
"If he had anything confidential to say, he wrote it in cipher, that is, by so changing the order of the letters of the alphabet, that not a word could be made out. If anyone wishes to decipher these, and get at their meaning, he must substitute the fourth letter of the alphabet, namely $D$, for $A$, and so with the others." ${ }^{1}$

And although he sadly was assassinated in Senate House of Pompey in Ides of March of 44 BC, the cryptographic adventure has been going on. That, after all, was only the beginning!
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For a long time, the primary goal of cryptography, classified into classical and modern cryptography, was executing secure communications over an insecure channel between a sender and receiver. Furthermore, to establish a secure connection, the parties must agree on a secret key in advance or rely on a third entity for key distribution.

From a classical standpoint, cryptography is viewed as an art rather than a science. Back then, because of the lack of precise definitions, mathematical methods, and conceptual foundations, developing practical cryptosystems required creativity. Two wellknown examples of classical cryptography are Caesar's cipher and the Enigma machine.

One of the oldest cryptography methods goes back to Julius Caesar. Coming from ancient history books ${ }^{1}$, Julius Caesar invented an encryption method by shifting the letters of the alphabet three places forward: a became $D, z$ became $C$, and so on. The receiver with the knowledge of the secret value, 3 , easily replaced each letter with a letter three positions backwards to recover the original message.

Another well-known example is the Enigma Machine, a cipher device that Nazi Germany widely used during WWII. Despite the Germans' belief that the Enigma machine was so secure that it could transmit the most sensitive information, it was broken in 1932 by a team of mathematicians and cryptanalysts at the Polish Cipher Bureau. Another successful attempt to break more recent versions occurred at Bletchley Park in the United Kingdom. To decipher Enigma, the Bletchley team, led by Alan Turing, designed a decryption electro-mechanical device, Bombe, that can be considered, among other electro-mechanical encrypting devices, the earliest prototype of what would become the modern computer we know today.

The history of breaking the cryptosystems that had been known as robust and secure schemes led to the development of cryptography from an art into a science, namely "Modern Cryptography."

### 1.1 Modern Cryptography

The fundamental paper by Claude E. Shannon, "Communication Theory and Secrecy Systems" [237] published in 1949, is widely regarded as the foundation of modern cryptography. Shannon proposed a formal mathematical definition for perfect secrecy, also known as "Information-theoretic secrecy", which asserts that no one can gain knowledge from the ciphertext. Shannon also proved the existence of a perfectly secure cryptosystem by showing that the One-Time Pad Encryption Scheme, introduced by GS Vernam [252] in 1926, has perfect secrecy.

However, his work put an end to the possibility of designing a perfectly secure cryptosystem in the real world. He proved that in any cryptosystem, the secret key must be as long as the message itself to generate a ciphertext that properly hides all information about the message; moreover, the key cannot be used more than once.

Following that, a novel definition, "Computational Secrecy," was presented to bypass the inherent limitation of a perfect secrecy notion. In contrast to the informationtheoretic concept of secrecy, the definition of computational security incorporates two modifications: first, considering effective adversaries that run for some feasible amount of time and, secondly, allowing the adversary to break the scheme with negligible (very small) probability. Put simply; a cryptosystem is computationally secure if an efficient adversary cannot gain any knowledge from the ciphertext in a reasonable amount of time except for negligible probability.

[^0]As modern cryptography requires, the terms "efficiency" and "small probability" have been precisely defined with the help of mathematics and complexity theory concepts. In simple words, an efficient algorithm takes some value with length $\ell$ as input, and it terminates in a time and space polynomial in $\ell$. A value is negligible in terms of $\ell$ when it is smaller than the absolute value of any inverse polynomial in $\ell$. In addition to explicit terms such as efficiency, the definition of computational secrecy also indicates some subtle concepts. For example: what does it means for an adversary to break a secure protocol? Recover the private key or recover only the original message from the ciphertext? These notions also require precise and consistent definitions.

In the early years of modern cryptography, encryption schemes continued to have the same classical framework and syntax. Namely, most secure protocols were designed based on a secret key shared between the sender, Alice, and the receiver, Bob, and they guarantee the following three main purposes. They provide:

However, secure cryptosystems based on the shared secret key has their shortcomings, including challenges arising from secure key-distribution solutions and, in the following step, storing and managing a large number of keys. These concerns became more severe as technology advanced, particularly in telecommunications and computer science, which encouraged cryptographers to launch a new line of research into developing practical and secure key-exchange protocols. This led to the ground-breaking results: discovery of public-key encryption schemes.

### 1.1.1 The Dawn of the Public Key Encryption Scheme

> "We stand today on the brink of a revolution in cryptography." 1976, Diffie-Hellman.

Whitfield Diffie and Martin Hellman's pioneering paper [94] "New Directions in Cryptography", published in 1976, demonstrated an elegant approach to construct a shared key over an insecure channel, assuming the hardness of a mathematical problem. In brief, suppose that in the cyclic group $\mathbb{G}$ with the generator $g$, it is easy to compute $g$ to power $x$ but infeasible to compute the discrete logarithm of $h\left(x=\log _{g} h: g^{x}=h\right)$. Then Alice and Bob can establish a secret value by performing steps in Figure 1.1.

This outstanding achievement paved the path for cryptographic primitives such as Public Key Encryption Scheme, (PKE for short) and Digital Signatures Scheme. In PKE schemes, each entity has two keys. The publicly-known key, a.k.a. the public key, enables individuals to encrypt their message $m$ under the public key. And the private key, which allows the owner, to decrypt the ciphertext.and recover the original message. In contrast, in the signature scheme, the owner of the secret key signs some messages, $m$ and later, anyone can validate the message's using the related public key.

### 1.2 Towards Advanced Cryptography

Despite the wide variety of cryptographic primitives, they all have adopted a common subtle concept; ensuring some property, either confidentiality, authenticity, or integrity on data. Hence, in the next step, natural questions may be:

Figure 1.1: Diffie-Hellman Key Exchange Protocol

1. Alice and Bob select two random integers:

$$
\text { Alice : } n_{A}, \text { Bob : } n_{B}
$$

2. They compute $\mathcal{A}=g^{n_{A}}$ and $\mathcal{B}=g^{n_{B}}$, sends it the other side while keeping $n_{A}$ and $n_{B}$ secret:

3. They raise the other party's value to their secret number after receiving it:

$$
\text { Alice }: \mathcal{K}=\mathcal{B}^{n_{A}} \text {, Bob : } \mathcal{K}=\mathcal{A}^{n_{B}}
$$

4. The shared key would be identical to $\mathcal{K}=\mathcal{B}^{n_{A}}=\mathcal{A}^{n_{B}}=g^{n_{A} \cdot n_{B}}$, and the hardness of DiffieHellman problem guarantees that the shared key is secure.
i. Is it possible to find a cryptosystem that ensures confidentiality, integrity and authenticity of some computations?
ii. Is it possible to evaluate a function on encrypted data without compromising the plain data?
A more concrete example is an e-voting system in which voters cast an encrypted ballot rather than a plain ballot.
i. How do we verify whether the outcome of an e-voting method is accurate, or some malicious authority manipulates some ballots?
ii. How can we tally encrypted ballots without having to open every single one in a verifiable way?
In their seminal paper[128] in the late 1980s Shafi Goldwasser, Silvio Macali and Charles Rackoff positively answered the first questions by introducing one of the fascinating cryptographic primitives known as Zero-Knowledge Proof Systems.

Furthermore, regarding the second question, the functional encryption scheme was developed independently in two papers [55, 214] by Dan Boneh, Amit Sahai, Bernet Water and Adam O'Neill. These two primitives constitute the foundation of our research into developing a Verifiable Secure and Privacy-Preserving Computation, which is the primary topic of this thesis.

### 1.2.1 Zero-Knowledge Proof Systems

Zero-knowledge proof systems, introduced in the seminal work of Goldwasser, Micali, and Rackoff [128], are one of the fascinating and essential primitives in cryptography. However there is a contradiction hidden within the concept of Zero-Knowledge. At the same time, proof should be convincing; it must yield no knowledge beyond the validity of the proven statement. In other words, obtaining a zero-knowledge proof that a statement is true is equivalent to being told by a trusted party that the statement is true.

Goldreich, Micali, and Wigderson [123] state that the zero-knowledge proof is an innovative technique to force involved parties in a protocol to adhere to it while assuring that no secret information is leaked.

Zero-knowledge proof is most commonly used to prove NP-language membership; Namely, the prover, with the help of some auxiliary secret input $w$, which is called witness, proves that some $x$ belongs to some language $\mathscr{L}$. Informally, the proof must meet three requirements:
i. Completeness: the verifier accepts the proof if $x$ does belong to the language $\mathscr{L}$,
ii. Soundness: no [cheating] prover can falsely convince the verifier of accepting the proof for an invalid $x$. (i.e., When $x$ does not belong to the Language $\mathscr{L}$ ),
iii. Zero-Knowledge: the proof (including all interactions) should not reveal anything rather than the the statement's validity.

While formalizing the first two properties is straightforward, defining a formula that encapsulates the third is more challenging. Zero-Knowledge is strongly intertwined with the simulation paradigm, a fundamental concept in cryptography that underpins a variety of cryptographic security concepts, including semantic security.

Simply put, simulation is a method of creating an ideal world in which we have the security property by definition and then comparing it to the real world in which we want to prove the security of some primitive. For example, the concept of a zero-knowledge property compares what an adversary who receives the proof can learn to what an adversary who receives only "the statement is valid" . According to the definition, a proof system has the zero-knowledge property if both adversaries can learn approximately the same amount of information. This ensures a high level of security because the latter adversary learns nothing other than the statement's validity. This implies that when the adversary receives the proof in the real world, it learns nothing more than the statement's validity, which we must prove using the zero-knowledge proof system.

The simulator must extract the adversary's execution inputs and then generate a view consistent with these inputs. Furthermore, this view must be indistinguishable from the actual view. Section 2.4 . 1 will discuss the simulation paradigm in modern cryptography and compare it with game-based techniques.

As Zero-Knowledge Proof System is one of the essential ingredients we employ towards having "Verifiable Secure and Privacy-Preserving Computation," we gather basic terminology and background of it in a brief survey in chapter 3.

### 1.2.2 Fine Grained Access to Information

Subsequent breakthroughs in modern cryptography stemmed from significant advances in machine learning, cloud computing, decentralizing and outsourcing computing initiatives. The issue that the areas mentioned above have in common is:

How to find a way to use the data while preserving individual privacy?
The above question put forth the idea of "fine-grained access" to the data rather than "all-or-nothing". We illustrate the notion with a concrete example. Consider a central bank that audits and ranks local banks based on transaction quantity. As a result, all local banks are willing to share their financial turn-over (which is actually confidential information on their customer transactions) with the central bank
to facilitate financial discoveries such as predicting the future or finding better marketing methods without disclosing customers' private information due to confidentiality concerns.

If we encrypt the data traditionally (either with a public key or symmetric key cryptosystem ), the central bank has access to all or none (all-or-nothing) of the data, depending on having or not having the key. It is important to note that the central bank does not require the raw data and simply needs to perform some computation on the raw data to obtain the necessary evaluation. As a result, an alternative and ideal approach for the central bank would be to have some restricted key that allows the holder to perform the computation through an encrypted database, learning just about the data's evaluation and nothing more about the raw data (fine-grained-access).

This is the concept underpinning the functional encryption scheme, the new encryption paradigm first presented by Sahai and Waters [229], formalized by Boneh, Sahai and Waters [55] and independently by O'Neill [214].

In a functional encryption scheme, in contrast to the public key cryptosystem, a decryption key, so-called, token, tok $_{f}$ allows obtaining a function of the original message, $f(m)$ rather than the message itself. More specifically, in a functional encryption scheme for functionality $F: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{Y}$, defined over key space $\mathcal{K}$, message space $\mathcal{X}$, and output space $\mathcal{Y}$, for each key $\in \mathcal{K}$, the owner of the key can obtain $F(k, x)=f_{k}(x)$ from the ciphertext of $m$ computed under the master public key MPK, Figure 1.2.

Figure 1.2: Functional Encryption Scheme

- Master Public Key: MPC,
- $\operatorname{Enc}(\mathrm{MPK}, m) \rightarrow \mathrm{CT}$
- Master secret key: MSK,
- TokGen(MSK) $\rightarrow$ tok $_{f}$
- Functionality: $\mathcal{F}: \mathcal{K} \times \mathcal{X} \mapsto \mathcal{Y}$
- $\left(\mathrm{CT}\right.$, tok $\left._{f}\right) \rightarrow f(m)$


### 1.2.3 Inner Product Encryption Scheme

Since the beginning, one of the most critical questions about functional encryption schemes has been,

For which functionality can we design an efficient, functional encryption system that provides a high level of security?
Researchers have attempted to expand the functionality class supported by a functional encryption scheme despite some impossibility results. The path to developing a functional encryption scheme with the functionality of all polynomial-time algorithms, began with an identity-based encryption scheme and has a steppingstone, namely "Inner Product Encryption Scheme".

Inner product encryption scheme (IPE for short) is a notable special case of functional encryption schemes and have attracted wide interest from both practitioners and researchers in the last decade, including privacy-preserving statistical analysis, where statistical analysis itself includes sensitive information and conjunctive/disjunctive normal form formulas.

In IPE, the message is associated with a pair ( $m, \vec{x}$ ), with $m$ being the payload message and $\vec{x} \in \mathbb{Z}_{p}^{n}$ the attribute, the token is associated with a vector $\vec{v} \in \mathbb{Z}_{p}^{n}$ and the functionality is defined as:

$$
F(\vec{v},(m, \vec{x}))=f_{\vec{v}}(\vec{x}, m)= \begin{cases}m \text { if }\langle\vec{x}, \vec{v}\rangle=0 & \bmod \mathbb{Z}_{p} \\ \perp i f\langle\vec{x}, \vec{v}\rangle \neq 0 & \bmod \mathbb{Z}_{p}\end{cases}
$$

In the first part of this thesis we present our efficient and perfectly correct inner product encryption scheme whose security is based on the standard assumption.

### 1.3 Verifiability in the Context of Functional Encryption

In a standard functional encryption scheme, it is implicitly assumed that the encryptors and the Central Authority (the owner of the master keys) that generate the tokens are trustworthy. Indeed, in the presence of any dishonest party (either the party that generates the token or the party that encrypts the message) the decryption outputs may be inconsistent, and this raises severe issues in practical applications.
In the preceding example, if a local bank delivers inaccurate encrypted data or a faulty token, resulting in incorrect evaluation. Even further, no other party will be able to identify this malicious operation due to the system's security i.e., the inherent security will protect the harmful party.

As a concrete example, let's consider a case in which a local bank sends a list of encrypted data containing the amount of withdrawal from the bank account and deposit to the account for each of its customers, and it is a fact that the amount of deposit is always a greater number than the withdraw. This encrypted data is sent to two separate head offices, which evaluate the bank balance for distinct time periods. Furthermore, the local bank generates two tokens, tok $_{F}$, tok $_{G}$, for two functions, $F$ and $G$. Function $F$ evaluates the local bank's balance for months 3 and 4 and function $G$ evaluates the balance for months 3,4 and 5 .

If the local bank is not trustworthy, it can generate a faulty ciphertext or a defective token for at least one of these two centers, resulting in:

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WL: deposit for each month | 56 | 34 | 91 | 62 | 10 | 73 | 55 | 91 | 102 | 40 | 78 | 109 |
| DL: withdraw for each month | 12 | 5 | 18 | 23 | 5 | 21 | 32 | 7 | 11 | 23 | 55 | 106 |

$(\mathrm{MPK}, W L, D L) \mapsto \mathrm{CT}:\left(\operatorname{tok}_{F}, \mathrm{CT}\right) \mapsto 112,\left(\operatorname{tok}_{G}, \mathrm{CT}\right) \mapsto 94$
As the numbers show, the two numbers are incompatible because the second number, which includes a month more, should be higher than the first. Unless these two parties compare their results, they will be unaware of the system's flaw.

To overcome this issue, Bardishayan [23] introduced the concept of verifiable functional encryption, which captures the basic requirement of output correctness. That is, even if the ciphertext is faulty generated (as well as the master keys and the token), the decryptor is guaranteed a meaningful sense of accuracy. In simple terms, the principle of verifiability in functional encryption schemes asserts that if the master public key MPK and a ciphertext CT pass a public verification test, it indicates that there exists some message $m$ such that the following holds for all verified tokens (for function $f$ ):

$$
f:\left(\operatorname{tok}_{f}, \mathrm{CT}\right) \mapsto f(m) .
$$

Indeed, verifiability and security (i.e., privacy) challenge each other. And developing a solution that satisfies both of these qualities consistently introduces the concept of verifiable functional encryption, a fascinating challenge for cryptographers.

In the first part of our thesis, we develop a verifiable inner product encryption scheme, employing our perfectly correct IPE along with a particular Zero-Knowledge proof system.

### 1.4 Verifiable Secure E-Voting Protocols

E-voting systems have been used for political elections in many countries, including Australia, Brazil, India, Estonia, and the United States. In such high-stakes elections, it is also critical to prevent voters from being coerced to vote or not vote for a specific candidate, abstain from voting or sell their votes. This is also reflected in the international standards of elections of the UN Committee on Human Rights [248] which requires that "[any] coercion of voters should be prohibited by penal laws, and those laws should be strictly enforced."

It is believed that developing an electronic voting system is a challenging and complicated task. Not only because of the vast and diverse aspect of an election (social aspect, networks, and complexity of the implementation) but also because of the multiplicity and diversity of the involved parties (a wide range from experts in computer science and security to people with no experience or knowledge in encryption or even computer science.)

On the one hand, a voting system must guarantee voter privacy while also protecting them from malicious influencers who want to swing an election or intrude on the election by coercing individuals to vote in a particular way (coercion-resistance). On the other hand, it must safeguard voters from themselves; precisely, it should not place voters in a situation where they can prove how they voted since this would expose them to coercion and vote-buying, "receipt-freeness". Additionally, electronic voting must be transparent or verifiable "E2E-Verifiability". At the end of the election, it must be demonstrated that all stages were followed the predetermined procedure honestly and that the stated result is the same result acquired from the counting of valid ballots. Furthermore, all of these stages must be implemented practically, efficiently, and useable for the general public, who may not have substantial experience in computers, security, or related areas.

There is a consensus in modern e-voting that all desired e-voting protocols must be; usable, efficient, secure (privacy-preserving) and verifiable. The first two properties convey the general concept:
i. Usability captures the fact that human voters must easily use the system to cast their votes, check that their ballots were counted, and run an anti-coercion strategy if necessary. Otherwise, even if the e-voting system is theoretically secure, it will be rendered completely insecure in practice.
ii. Efficiency expresses that for real elections, an e-voting system must be practically efficient; in particular, the voters' ballots should be small and be generated quickly, and it should be possible to announce the election result fast.

When it comes to verifiability and privacy in the context of e-voting protocols, each term takes on its meaning based on distinct but intertwined core properties. For example, privacy is defined by the following key properties: ballot secrecy, receipt freeness, and coercion resistance, and the threefold vote-as-intended, recorded-as-cast, and tallied-asrecorded define the concept of E2E verifiability.

### 1.4.1 Privacy in the context of E-Voting

Informally we can define the privacy notion in an e-voting scheme into the three key properties [220]:
i. Ballot secrecy: The voting mechanism must be designed to not expose the voter's choice, up to the election result.
ii. Receipt freeness: The voting system should not prove how voters voted to a third party.
iii. Coercion resistance: The voter should be able to vote for her preferred candidate even if she appears to be cooperating with a coercer.

Given that the threat of punishment does not always deter individuals from engaging in illegal activities during an election, the voting system must be designed in such a way that it supports the fundamental privacy requirements on a technical level or at the very least mitigates the possibility of conducting such attacks (see, e.g., [168, 80, 17, 79, 97, 232, 21, 259, 180, 154]).

For instance, we may ensure some degree of ballot privacy by utilizing a secure encryption scheme. Or we can protect voters against the coercer by offering a counterstrategy that allows voters to achieve their goal in the presence of an adversary instead of obeying the coercer. The coerced voter can vote for her preferred candidate by running the counter-strategy. However, due to some technical mechanisms, the coercer should not be able to distinguish whether the coerced voter followed his instructions (e.g., voted for the coercer's favourite candidate) or executed the counter-strategy.

The first two features, ballot secrecy and receipt freeness are comparable to the inperson election. at the same time the coercion-resistance property in electronic remote voting system is slightly different from the ordinary election. So, we provide an overview of counter-strategies that support a coercion-resistance voting protocol.

From a technical perspective, several approaches in the literature implement the concept of coercion resistance fake credentials, masking, and deniable vote updating. The three most commonly used approaches are:
i. Fake credentials technique provides each voter with a unique and secret credential $C$. A voter uses $C$ to submit her vote when she is not under coercion. Otherwise, if a voter is under coercion, she can create a so-called fake credential $C^{*}$ to submit her coerced vote. Since the voter's fake credential is invalid, the voting authorities will secretly remove the respective vote.
ii. Masking choices provide each voter with a unique and secret mask $\hat{m}$. A voter uses $\hat{m}$ to blind their actual vote $\hat{v}$ when not coerced. Otherwise, if a voter is coerced to vote for a different choice $v$, then it computes a false mask $m$ such that the resulting blinded vote is still a vote for its real choice $\hat{v}$.
iii. Deniable vote updating scheme permits the voter to overwrite her submitted ballot, which she may have cast under coercion, such that no one else, including a possible coercer, can see whether or not the voter has subsequently updated her vote. The voting system should not provide evidence on how a voter voted to a third party.

### 1.4.2 Verifiability in the Context of E-Voting

According to documented cases, many e-voting systems include weaknesses that allow for election results to be tampered with (see, e.g., [95, 244, 261, 147, 243]). To overcome these vulnerabilities, a comprehensive investigation has been conducted into developing an electronic voting system with end-to-end verifiability security properties. End-to-end verifiability features imply that if the election protocol passes a particular procedure, the published election result is correct, i.e., corresponds to the votes cast by the voters, even if voting devices and servers have programming flaws or are malicious.

It is important to note that, as with other security protocols, there is a trade-off between verifiability and privacy. However, much successful research has been conducted on the verifiability of secure voting protocols, whether for postal or electronic elections.

As early instances of verifiable voting schemes, we can refer to Punchscan and Optical Scan [76], introduced by David Chaum which employ visual cryptography and optical scanning to enable voters to verify their votes' accuracy and tally result.

A scratch-off surface is used in Ben Adida's Scratch and Vote technology. Another technique was used in the Prêt à Voter system, invented by Peter Ryan et al. [226]. Instead, each ballot form is a random permutation of the primary candidate list. This permutation is encrypted to provide voter privacy, and in the tally phase, it is used to retrieve the original permutation and also serves as the voter verification receipt. Ron Rivest developed the ThreeBallot voting protocol to give some of the benefits of a cryptographic voting system without the use of cryptography. Numerous modern verifiable voting methods are theoretically compatible with paper-based and electronic elections. Additional examples are available in $[8,78,39]$.

Although the preceding examples demonstrate robust and reliable techniques for ensuring verifiability, most verifiable electronic voting protocols developed in the last few years have relied on a zero-knowledge proof systems, which is also our approach for implementing a secure and verifiable electronic voting protocol.

### 1.5 Contributions and Outline of Thesis

We now describe the structure of this thesis and summarize the main contributions. The contributions of this thesis are twofold. The first part, which mainly relies on our results in [242], is concerned primarily with verifiability in functional encryption.

The first part of my PhD research resulted in constructing an efficient verifiable inner product encryption scheme from bilinear maps. Towards this goal, we build a perfectly correct IPE scheme that may be of independent interest. To our knowledge, all IPE schemes known in literature do not satisfy perfect correctness, while our perfectly correct IPE scheme is based on standard assumptions over bilinear groups.

The second part of my PhD research is devoted to verifiable, secure voting systems. My result contains two practical and secure electronic voting techniques that tolerate human error while maintaining a high level of privacy and resistance to coercion.

We expand below on the three contributions developed in this thesis and outline some of their implications. The results discussed below have been mainly taken from papers [242, 98, 227] presented respectively at PKC-2020, E-Vote-ID-2021 and E-Vote-ID-2021. Further our contribution in chapter 8 is under submission.

1. Najmeh Soroush, Vincenzo Iovino, Alfredo Rial, Peter B. Rønne and Peter Y. A. Ryan. "Verifiable Inner Product Encryption Scheme" In: Public-Key Cryptography
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2. Ehsan Estaji, Thomas Haines, Kristian Gjøsteen, Peter B. Rønne, Peter Y. A. Ryan and Najmeh Soroush. "Revisiting Practical and Usable Coercion-Resistant Remote E-Voting." In: Electronic Voting - 5th International Joint Conference, E-Vote-ID 2020, Bregenz, Austria, October 6-9, 2020, Proceedings. Ed. by Robert Krimmer, Melanie Volkamer, Bernhard Beckert, Ralf Küsters, Oksana Kulyk, David DuenasCid and Mikhel Solvak. Vol. 12455. Lecture Notes in Computer Science, Springer, 2020, pp. 50-66. DOI: 10.1007/978-3-030-60347-2_4
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### 1.5.1 Perfect Inner Product Encryption Scheme

The first part, largely based on our results in [242], primarily focuses on developing a perfectly correct IPE scheme based on standard assumptions over bilinear groups.

We need to build an IPE scheme with perfect correctness to instantiate the verifiable inner product encryption scheme. Our starting point to construct a perfectly correct IPE scheme is the IPE scheme of Park [217], which only enjoys statistical correctness. The reason for choosing this IPE is that it is conceptually simple, and its security is based on standard assumptions over bilinear groups. However, to make Park's scheme compatible with the Badrinarayanan et al.'s transformation we need to solve several technical challenges, in particular:
i. The master public key needs to be verifiable.
ii. The scheme has to satisfy perfect correctness.

This requires substantial modification of all main algorithms: setup, token generation, encryption, and decryption.

### 1.5.1.1 Verification of Algorithm's Outputs.

A VIPE scheme requires public verification algorithms that can verify the outputs of the setup, encryption, and token generation algorithms, in particular check whether these algorithms were run honestly. In more detail, if any string (master public key, ciphertext or token) passes the corresponding verification algorithm, it means it was a proper output of the corresponding algorithm (setup, encryption, or token generation). Each party who runs the setup, encryption or token generation algorithm needs to provide a proof that it executed the algorithm honestly without revealing harmful information about the secret parameters or the randomness used in the algorithm.

Usually, non-interactive Zero-Knowledge (NIZK) proofs are used in this context. However, unfortunately, NIZK proofs cannot be used for verifiable FE as they rely on a trusted CRS (Common Reference String) or random oracles. So instead, we aim at perfect verifiability that holds despite any collusion and computing power. The transform of Badrinarayanan et al. cleverly solves the issue by employing non-interactive witness-indisting uishable proof systems (NIWI for short).

Following the transform of [23], our VIPE consists of four instances of an IPE scheme. In the VIPE's encryption algorithm we first run the IPE's encryption algorithm four times to generate four ciphertexts and then we prove that all these four ciphertexts are the encryption of the same message or that some other trapdoor predicate is satisfied (the latter is needed for message indistinguishability and will be detailed later).

For the sake of argument, let us assume the VIPE scheme consists only of two (instead of four) parallel perfectly correct IPE scheme instantiations IP and IP. The master public key of the Park's scheme [217] contains a component $\Lambda=\mathbf{e}\left(g, g^{\prime}\right)$ in which $g$ is public but $g^{\prime}$ needs to be kept secret. An honestly computed ciphertext CT in IP includes $\mathrm{ct}_{1}=g^{-s}$ and $\mathrm{ct}_{7}=\Lambda^{-s} \cdot \mathrm{~m}$ among its components (we here ignore the other components). We first provide proof that CT (resp. CT in I $\hat{P}$ ) is well-formed. Then we need to prove that the two ciphertexts are both encryptions of the same message $M$ (i.e., $m=\hat{m}=M$ ). We reduce the problem to proving that the following property holds, (See 4.5 for more detail):

$$
\frac{\mathrm{ct}_{7}}{\hat{\mathrm{ct}}{ }_{7}}=\frac{\mathbf{e}\left(g, g^{\prime}\right)^{-s} \cdot m}{\mathbf{e}\left(\hat{g}, \hat{g}^{\prime}\right)^{-\hat{s}} \cdot \hat{m}}=\frac{\mathbf{e}\left(\hat{\mathrm{ct}}_{1}, \hat{g}^{\prime}\right)}{\mathbf{e}\left(\mathrm{ct}_{1}, g^{\prime}\right)}=\frac{\mathbf{e}\left(\hat{g}^{\hat{s}}, \hat{g}^{\prime}\right)}{\mathbf{e}\left(g^{s}, g^{\prime}\right)}
$$

However, since $g^{\prime}$ and $\hat{g}^{\prime}$ are not public, the party who runs the encryption algorithm would be unable to prove this property. We solve this issue in the following way: We add to the master public key of IP two elements $g_{1}, g_{2}$ (and $\hat{g}_{1}, \hat{g}_{2}$ for I $\hat{P}$ ) satisfying

$$
\Lambda=\mathbf{e}\left(g, g^{\prime}\right)=\mathbf{e}\left(g_{1}, g_{2}\right), \hat{\Lambda}=\mathbf{e}\left(\hat{g}, \hat{g}^{\prime}\right)=\mathbf{e}\left(\hat{g}_{1}, \hat{g}_{2}\right)
$$

Then, we define the new secret variables $\mathcal{X}_{3}=g_{1}^{s}, \hat{\mathcal{X}}_{3}=\hat{g}_{1}^{\hat{s}}$ and add the following equations:

$$
\mathrm{ct}_{7}^{-1} \cdot \hat{\mathrm{ct}}{ }_{7}=\mathbf{e}\left(\mathcal{X}_{3}, g_{2}\right) \cdot \mathbf{e}\left(\hat{\mathcal{X}}_{3}, \hat{g}_{2}\right)^{-1}, \quad \mathbf{e}\left(g, \mathcal{X}_{3}\right)=e\left(\mathrm{ct}_{1}, g_{1}\right), \quad \mathbf{e}\left(\hat{g}, \hat{\mathcal{X}}_{3}\right)=\mathbf{e}\left(\hat{c t}_{1}, \hat{g}_{1}\right) .
$$

It is easy to see that these equations are satisfied if and only if $m=\hat{m}$, which the encryptor can prove. Having modified Park's scheme, we thus have to prove that the modified scheme is indistinguishable-secure. This is done in Section 4.7 in which we reduce the Security of the scheme to the Decision Linear assumption.

### 1.5.1.2 On Perfect Correctness Property

The correctness property in $\mathrm{IPE}^{2}$ captures the fact that the decryption's outcome is equal to the inner product of the two vectors. In contrast, the decryption algorithm outputs the payload message in predicate IPE schemes if only the inner product is zero. As a result, the decryption algorithm must determine whether to output the result of the calculation or $\perp$ symbol.

In the big picture, the encryption and decryption algorithms work as follows:

$$
\operatorname{Enc}(\mathrm{MPK}, \vec{x}, m) \rightarrow \mathrm{CT}, \operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \mathrm{CT}\right) \rightarrow m^{*}=m \odot(\operatorname{random})^{\langle\vec{x}, \vec{v}\rangle},
$$

[^1]in which random is some random value from the underlying group $\langle\mathbb{G}, \odot\rangle$ that depends on the randomness used by the token generator and encryption algorithms. Because in predicate-only-IP, there is no payload message $m$, the outcome of the decryption algorithm would be equal to
$$
1=\operatorname{random}^{\langle\vec{x}, \vec{v}\rangle}=\text { random }^{0}
$$
if two vectors are orthogonal and would be some random number if they are not orthogonal.

Technically, in the predicate-IPE case, the result of the computation in the decryption algorithm would be equal to the original message, $m$, if $\langle\vec{x}, \vec{v}\rangle=0$, and a random message, $m^{\prime}$, if it is not. However, the primary issue here is how the decryption algorithm should decide whether to send $m^{\prime}$ or $\perp$ without knowing vectors $\vec{x}$ and $\vec{v}$.

Several solutions to this problem are provided in the literature for resolving this issue. For instance, the Bloom Filters method was used by Boneh and Water in [56]. In this approach, rather than using the entire set $\mathcal{M}$ as a message space, it considers a subset $\mathcal{M}^{\prime}$ with the specific structure (for example, consider a subset of M whose binary representation starts with $k$ zeros). Then in the decryption algorithm, at the end of the computing steps, if the result, say $m^{*}$, does not have that structure; the algorithm outputs the error; otherwise, it outputs $m^{*}$ as the original message. However, in this method, the probability of false-positive, that is, $m^{*} \neq m$, but the decryption algorithm outputs it as the original message instead of $\perp$, is always greater than zero. Moreover, the probability of a false result depends on the size $\mathcal{M}$ and $\mathcal{M}^{\prime}$. This indicates that we must either consider a small message space $\mathcal{M}^{\prime}$ or accept a high probability of error, both of which might be unacceptable.

To our knowledge, all IPE schemes ${ }^{2}$ known in the literature have a negligible probability of error which makes cheating possible and so not directly usable to construct verifiable functional encryption and functional commitments for the IPE functionality.

In more detail, in most pairing-based IPE schemes the encryption and decryption algorithms work as follows:

$$
\operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \mathrm{CT}=\operatorname{Enc}(\vec{x}, m)\right) \longrightarrow m^{*}=m \cdot \mathbf{e}(g, h)^{\left(\lambda_{1} s_{1}+\lambda_{2} s_{2}\right)\langle\vec{x}, \vec{v}\rangle}
$$

in which $\lambda_{1}, \lambda_{2}$ are random values used in the token generation algorithm and $s_{1}, s_{2}$ are random values used in the encryption algorithm. To decide whether to accept the output of the decryption or not, the naive attempt would be the following. Generate two ciphertexts ct, ct' with two independent random values $\left\{s_{i}\right\},\left\{s_{i}^{\prime}\right\}$, decrypt both ct and $\mathrm{ct}^{\prime}$ to get $M$ and $m_{2}^{*}$ and if $m_{1}^{*}=m_{2}^{*}$ accept the result, or output $\perp$ otherwise. In more detail:

$$
m_{1}^{*}=m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{1}+s_{2} \lambda_{2}\right)\langle\vec{x}, \vec{v}\rangle}, m_{2}^{*}=m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{1}^{\prime}+s_{2}^{\prime} \lambda_{2}\right)\langle\vec{x}, \vec{v}\rangle}
$$

However, in case $\langle\vec{x}, \vec{v}\rangle \neq 0$ there is non-zero probability for which:

$$
\lambda_{1} s_{1}+s_{2} \lambda_{2}=\lambda_{1} s_{1}^{\prime}+\lambda_{2} s_{2}^{\prime} \neq 0 \Rightarrow m_{1}^{*}=m_{2}^{*} \neq m
$$

As shown in figure 1.3, every point on the line $\mathcal{L}: \lambda_{1} x+\lambda_{2} y=d$ makes the equation equal to zero, so even if we consider two ciphertexts, as long as the randomness of the encryption algorithm is chosen independently, an error is probable. To avoid this issue, we choose the random values so that the above equality can never occur (figure 1.3 the

Figure 1.3: The left diagram shows the points that result to incorrect output in decryption algorithm and the right diagram shows the single point that result to correct output in decryption algorithm


intersection of two lines). To do so, in the encryption algorithm we choose non-zero random values $s_{1}, \ldots, s_{2}$ and $s_{1}^{\prime}, \ldots, s_{2}^{\prime}$ such that $s_{1} \neq s_{1}^{\prime}$, and $s_{2}=s_{2}^{\prime}$. In this case, we have:

$$
\begin{aligned}
& \lambda_{1} s_{1}+s_{2} \lambda_{2}=\lambda_{1} s_{1}^{\prime}+\lambda_{2} s_{2} \\
\Rightarrow & \lambda_{1}\left(s_{1}-s_{1}^{\prime}\right)=0 \\
\Rightarrow & \left(\lambda_{1}=0\right) \vee\left(s_{1}=s_{1}^{\prime}\right)
\end{aligned}
$$

Based on the way $\lambda_{1}, s_{1}, s_{1}^{\prime}$ have been chosen, neither ( $\lambda_{1}=0$ ) nor ( $s_{1}=s_{1}^{\prime}$ ) may happen, hence the decryption algorithm outputs $m$ if and only if $\langle\vec{x}, \vec{v}\rangle=0$. The resulting IPE scheme satisfies perfect correctness as wished and we prove that it is still selectively indistinguishability-secure under the DLin Assumption 6. When constructing a VIPE scheme from such an IPE scheme, these additional constraints in the encryption and token generation procedures will correspond to more constraints in the proofs of correct encryption and token generation.

Furthermore, an additional challenge we will have to address is that some of the proofs in the Badrinarayananet al. transform are for relations that consist of a generalized form of disjunction. Thus standard techniques to implement disjunctions for GS proofs cannot be directly applied.

### 1.5.1.3 Motivating Applications

IPE has numerous applications, including Anonymous Identity-Based Encryption [59], Hidden-Vector Encryption [56], and predicate encryption schemes supporting polynomial evaluation [173]. As shown in [23], making FE schemes verifiable enables more powerful applications. As an example, we can mention, VIPE can be used to construct what we call "Polynomial Commitment Scheme"(detailed in 5.2 .1 ) which corresponds to a functional commitment of Badrinarayanan et al. for the polynomial evaluation predicate. The same construction can easily be adapted to construct functional commitments for the predicate-IP.

### 1.5.2 Revisiting Practical and Usable Coercion-Resistant E-Voting

In the second part of our research, we revisit the seminal coercion-resistant e-voting protocol by Juels, Catalano and Jakobsson (JCJ) and the attempts to make it usable and practical. In JCJ the user needs to handle cryptographic credentials and be able to fake
these in case of coercion. In a series of three papers Neumann et al. analyzed the usability of JCJ and constructed and implemented a practical credential handling system using a smart card that unlocks the true credential via a PIN code, respectively fake the credential via faking the PIN. Finally we present several attacks and problems with the security of this protocol, especially an attack on coercion-resistance due to information leakage from the removal of duplicate ballots.

Another problem, already stressed but not solved by Neumann et al. is that PIN typos happen frequently and would invalidate the casting vote without the voter detecting this.

We construct different protocols which repair these problems. Further, the smart card is a trusted component that can invalidate cast votes without detection and can be removed by a coercer to force abstention, i.e. presenting a single point of failure. Hence we choose to make the protocols hardware-flexible i.e., also allowing the credentials to be stored by ordinary means, but still being PIN-based and providing PIN error resilience. Finally, one of the protocols has a linear tally complexity to ensure an efficient scheme also with many voters.

In more detail, we investigate a hardware-independent protocol that can be implemented using a combination of a digitally stored cryptographic length key and a PIN only known by the voter. The long credential could be stored in several places or even hidden via steganography. At the ballot casting phase, the software will take as input the digital key and the password to form the credential submitted with the vote. Depending on the level of coercion, the coerced voter can either fake the long credential or, for stronger levels of coercion, the voter can reveal the digitally stored credential to the coercer but fake the PIN. Due to our improved tally, the coercer will not know if he got faked credentials or PINs. On the other hand, since the voter memorizes the PIN, there is a high chance of users making a PIN typo error which will invalidate the vote and remain undetected.

Note that naively giving feedback on the correctness of the PIN is not possible for coercion-resistance as it would allow the coercer to check whether he got a fake PIN or not. Instead, we define a set of allowed PIN errors (e.g., chosen by the election administrator). A ballot is valid if it has either a correct PIN or an allowed PIN error but invalid for other PINs. And our approach to implementing the protocol is based on polynomial evaluation, which allows us to determine whether or not a PIN is legitimate efficiently. This is accomplished by generating a list

$$
\text { ErrorList }_{a}=\left\{a_{1}=a, a_{2}, \ldots, a_{k}\right\}
$$

of approved PINs based on the user's PIN $a$. From this, we generate the following polynomial which has all ErrorList ${ }_{a}$ members as its root:

$$
\text { poly }_{\mathbf{p i n}}(x)=\prod_{i=1}^{k}\left(x-a_{i}\right)=\sum_{i=0}^{k} p_{i} x^{i} .
$$

To check the validity of the PIN, typed by the voter, it is then sufficient to check whether the polynomial value on this pin is equal to zero or not.

It is obvious that this polynomial must be kept secret at all times to prevent an adversary from recovering the PIN by factorizing it. As a result, we must operate with encrypted polynomials, which brings us to our next challenge: polynomial evaluation
under this encryption. Namely, given the polynomial encryption as its encrypted coefficient,

$$
\operatorname{poly}_{\mathbf{p i n}}(x)=\sum_{i=0}^{k} p_{i} x^{i} \Rightarrow \operatorname{Enc}\left(\text { poly }_{\mathbf{p i n}}\right)(x)=\sum_{i=0}^{k} \mathrm{cp}_{i} x^{i}
$$

as well as a ciphertext $C T_{\text {pin }}=\operatorname{Enc}(\hat{a})$ that is the encryption of the entered pin, we need to compute Enc(poly $\mathbf{p i n}^{(\hat{a})) .}$

Therefore, in the next step, we have to find a way to prove publicly that the individual voter's polynomial is correctly evaluated without endangering the coercion-resistance. For example this would e.g., rule out voters evaluating the polynomials on the voter side only. Furthermore, for the sake of the coercion-resistance property, the protocol is constructed so that the tally phase will secretly check whether a given PIN is in the set of allowed PINs and will remove invalid ballots.

In chapter 7, we present a full description of our protocol with three instantiations of the protocol. We also provide a detailed security analysis of our protocol based on the KTV computational model introduced in [182] and the bPRIV privacy notion introduced in [46].

### 1.5.3 Deniable Vote Updating

A deniable vote updating scheme enables each voter to overwrite her previously submitted ballot, which she may have cast under coercion, such that no one else, including a possible coercer, can see whether or not the voter has subsequently updated her vote. Among others, this technique is employed in the hybrid e-voting system used for national elections in Estonia [154] and formerly in Norway. Here, voters can overwrite electronically cast ballots by submitting a physical ballot at the polling station. There are also solutions to deniable vote updating for completely remote e-voting systems, most notably [180, 197, 98].

In an e-voting system with deniable vote updating, "the vote casting process is no different from simpler voting systems that do not ensure coercion resistance" and "even in case of coercion, the concept of voting again to overwrite the vote cast under coercion would most probably fit into the mental models of the voters" [179].

Despite these significant advantages, existing e-voting systems with deniable vote updating have fundamental restrictions. For example, the deniable vote updating techniques proposed in $[9,196]$ require that the voters' submitted ballots are secretly compared pairwise ${ }^{3}$, leading to quadratic complexity in the number of voters. This property is undesirable for elections with medium-size or larger electorates. More specifically, as demonstrated in [197], in an election with 180,000 voters, the solution by [9] would require more than one core year to do the comparisons.

The only scalable e-voting systems with deniable vote updating are [180, 197]. What these techniques have in common is that several indistinguishable dummy ballots hide the voters' re-voting pattern. Unfortunately, although [180] follows the concept of deniable vote updating, the counter-strategy proposed in [180] is cumbersome for human voters. If a voter in [180] wants to update a choice $v$ submitted under coercion, they need to memorize $v$, invert it, multiply the result with her truly favorite choice $\hat{v}$, and submit a ballot for $v^{-1} \cdot \hat{v}$. The procedure becomes even more complex if the coercer asks the voter to submit several choices, each one updating the one submitted before. It is questionable whether human voters are actually able to execute this complex counter-strategy and thus whether [180] provides a sufficient level of coercion-resistance in practice.

[^2]In contrast to [180], the counter-strategy voters have to run in [197] is as easy as it could possibly be. In fact, if a voter was coerced to submit a vote for $v$ (or even a sequence of votes), she can simply, at any later point of the submission phase, cast a vote for her truly favorite choice $\hat{v}$ (without having to memorize any previously cast a vote). On the downside, [146] demonstrated that [197] does not provide a reasonable level of security because there exists a single voting authority in [197] that needs to be trusted for all security properties, i.e., verifiability, privacy, and coercion-resistance. According to [146], this security issue is intrinsic to the approach taken in [197], and could thus, if possible, only be resolved by fundamental modifications.

Altogether, we can conclude that, to date, there does not exist a practically efficient evoting system in the literature which is provably secure and provides human voters with a simple counter-strategy to defeat coercion. Therefore to overcome the unsatisfying state-of-affairs described, we propose a remote e-voting system that satisfies all of the following properties:

- Voters can deniably update their votes intuitively, resulting in some level of coercionresistance.
- E2E verifiability and vote privacy is provably guaranteed without any additional trust assumptions besides the standards.
- Large-scale real-world elections can be realized efficiently.


### 1.5.4 Risk-Limiting Tallies

In this part of our research, we consider elections that publish anonymized voted ballots or anonymized cast-vote records for transparency or verification purposes, investigating the privacy implications, coercion, vote selling and exploring how partially masking the ballots can alleviate these issues.

Risk Limiting Tallies ${ }^{4}$ (RLT) [164] is a technique that reveals only a random sample of ballots to mitigate some coercion threats while ensuring that the required confidence level in the election result is achieved. The intuition behind the technique is simple: Since only a random subset of ballots are revealed, the coerced voter can always claim that they followed all of the instructions, but their vote was masked. Put simply, there is plausible deniability.

Here we show how these ideas can be generalized and made more flexible and effective by masking at a finer level of granularity: at the level of the components of ballots. In particular, we consider elections involving complex ballots, where RLT may be vulnerable to pattern-based vote-buying. We propose various measures of verifiability and coercion-resistance and investigate how different sampling/masking strategies perform against these measures. Finally using methods from coding theory, we analyze signature attacks, bounding the number of voters who can be coerced.

### 1.5.5 Outline

The rest of this manuscript is organized as follows:
Part One: The first part of this thesis includes our research in the "Verifiable Functional Encryption Scheme".

[^3]- Building Blocks; Functional Encryption Scheme: In Chapter 2, we provide the foundation for our thesis by reviewing fundamental mathematical, algorithmic, and computational models and cryptographic primitives.
- A Brief Survey on Zero-Knowledge Proof Systems: Chapter 3 combines a brief survey and a preliminary chapter for our work. Since the concept of ZeroKnowledge proof system plays a significant role in our research, a short study on the Zero-Knowledge proof system is presented in chapter 3 to provide the reader with a deeper understanding of the subject. This survey includes formal definitions of zero-knowledge proofs and some of its variants. We also go in more detail over some of the Zero-Knowledge systems that we use the most of our study, such as the Sigma-protocol and Groth-Sahai NIWI proof system.
It is important to mention although the majority of chapter 3 is devoted to results on the Zero-knowledge proof system, for the sake of clarity, we present a part of our contribution from [242] in section 3.12, rather than following the publication's chronological order.
- Perfect Inner Product Encryption Schemes: In Chapter 4 we present our perfect Inner Encryption scheme and its security proof based on the standard assumption.
- Verifiable IPE: In Chapter 5 which contain some part of our contribution from [242] we present the detail of the transformation from IPE to the Verifiable IPE.

Part Two: In the second part of this thesis, we present our research on secure and "Verifiable e-Voting Protocols".

- Building Blocks; e-Voting Protocol: In chapter 6 we gather technical preliminaries related to the e-voting protocols we use in the second part of this thesis.
- Practical and Usable Coercion-Resistant Remote E-Voting: This Chapter is mostly based on our results in, "Revisiting Practical and Usable Coercion-Resistant Remote E-Voting" [98].
- A New Technique for Deniable Vote Updating: Chapter 8 presents our research to develop a deniable vote updating protocol. We stress that our research presented in this chapter is under submission.
- Risk-Limiting Tallies: This chapter discusses our contribution in Who Was that Masked Voter? The Tally Won't Tell! [227], we discuss certain risk-reducing tally strategies for elections with complex ballots.


## Part I

## Verifiable Functional Encryption Schemes

## Chapter 2

# Building Blocks; Verifiable Functional Encryption Schemes 

"When the ancients discovered 'Phi', they were certain they had stumbled across God's building blocks for the world."<br>Dan Brown

The first part of this thesis includes our results in "Verifiable Functional Encryption Scheme". In this section, we introduce the notations and review the fundamental concepts and mathematical background that will be used throughout the first part. We also describe and discuss cryptographic primitives and the computational assumptions that will be used in our research.
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### 2.1 Mathematical Notions and Notations

Sets and Numbers: We let $\mathbb{Z}$ denote the set of all integers and $\mathbb{N}$ all positive integers throughout the thesis. For any integer $n \in \mathbb{N}$, we present by $[n]$ the set $\{1,2, \ldots, n\}$ and by $\{0,1\}^{n}$ the set of all bit-strings with length $n$.

The set of strings with arbitrary length, including the empty string $\varepsilon$, is presented by $\{0,1\}^{*}$ and the length of a string $s \in\{0,1\}^{*}$ is denoted by $|s|$. We use |.| in several cases. If $x$ is a string, $|x|$ shows the length of $x$, for a number $p,|p|$ shows the length of its binary representation. Moreover, in the case of a set, $|A|$ denotes the number of elements in the set.

For two integers $a, b \in \mathbb{N}$, we let $\operatorname{gcd}(a, b)$ and $\operatorname{lcm}(a, b)$ denote the greatest common divisor and the least common multiple for $a$ and $b$, receptively, and we call $a$ and $b$ coprime numbers if $\operatorname{gcd}(a, b)=1$ equivalently, $\operatorname{lcm}(a, b)=a \times b$.

Euler and Carmichael's function: For positive integer $n \in \mathbb{N}$, the Euler's Phi function, $\phi(n)$, is the number of co-prime integers with $n$ :

$$
\phi(n)=|\{m \in \mathbb{N}: \operatorname{gcd}(n, m)=1\}|
$$

and Carmichael's function, $\lambda(n)$ is the smallest positive integer such that:

$$
a^{\lambda(n)}=1 \bmod n .
$$

For a specific case, $n=p \times q$ where $p$ and $q$ are two distinct prime numbers, we have the following formulas:

$$
\phi(n)=(p-1) \cdot(q-1), \quad \lambda(n)=\operatorname{lcm}(p-1, q-1)
$$

We denote by $\chi_{S}$ the characteristic function of the set $S ; \chi_{S}(x)=1$ if $x \in S$ and $\chi_{S}(x)=0$ if $x \notin S$.
Cyclic groups and Bilinear maps: A commutative group $\langle\mathbb{G}, \cdot\rangle$ with respect to the action "." is a cyclic group if there exists a group member $g \in \mathbb{G}$ such that

$$
\mathfrak{G}=\langle g\rangle=\left\{1_{\mathfrak{G}}=g^{0}, g, g^{2}, \ldots, g^{n}\right\}
$$

where $1_{\mathbb{G}}$ is the neutral element of $\mathbb{G}$ with respect to the action ".". In other words, every element $h \in \mathbb{G}$ can be represented as a power of $g$, namely for all $h \in \mathbb{G}: h=g^{w}$ for some integer $w$. According to a well-known theorem in group theory; for any $h$ in finite group $\mathfrak{G}$ of order $n ; h^{n}=1_{\mathbb{G}}$. Throughout this thesis, we only consider the finite group; $|\mathbb{G}|=n$ and we refer to $\mathbb{G}$ as a prime-order (composite-order) group if $n$ is a prime (composite) number.

Definition 1 (Bilinear map [53]). A bilinear map, $\mathbf{e}: \mathbb{G}_{1} \times \mathbb{G}_{2} \mapsto \mathbb{G}_{T}$, is defined over a pair of groups $\mathbb{G}_{1}, \mathbb{G}_{2}$ into the target group $\mathbb{G}_{T}$ with three properties:
i. Bilinear: For all $a, b \in \mathbb{Z}$ and $u \in \mathbb{G}_{1}, v \in \mathbb{G}_{2}, \mathbf{e}\left(u^{a}, v^{b}\right)=\mathbf{e}(u, v)^{a b}$.
ii. Non-degenerate: Consider any two generators $g_{1}$ and $g_{2}$ for groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ respectively, then $\mathbf{e}\left(g_{1}, g_{2}\right) \neq 1_{G_{T}}$.
iii. Computable: There exists an efficient algorithm to compute the map.

Additional Note. Cryptography relies heavily on two classes of cyclic groups: multiplicative subgroups of finite fields and (subgroups of) elliptic curves supplied with bilinear maps both in symmetric settings when $\mathbb{G}_{1}=\mathbb{G}_{2}$ and asymmetric settings when $\mathbb{G}_{1} \neq \mathbb{G}_{2}$ (See [201, 175, 174]). The use of pairing friendly elliptic curves for cryptography has been initiated by[53, 166, 167]. We refer to [111, 27, 110, 239] for further details on the subject.

While this work is concerned with generic bilinear maps, it is worth noting that significant research has been conducted on efficient bilinear mappings over elliptic curves that may be used to instantiate (efficiently) our results, such as Weil Pairing introduced by André Weil [258], Tate pairing [107] and one of the most efficient pairings, optimal pairing proposed by Frederik Vercauteren [251].

Modular Arithmetic: For any integer $n \in \mathbb{N}$, the set $\mathbb{Z}_{n}=\{0,1, . . n-1\}$ with respect to addition modulo $n$ (i.e., where $a+b:=[a+b \bmod n]$ ) is a commutative group of order $n$, $\left\langle\mathbb{Z}_{n},+{ }_{n}\right\rangle$. Furthermore, we denote by $\left\langle\mathbb{Z}_{n}^{*}, \times_{n}\right\rangle$ the multiplicative group with respect to multiplication modulo $n$ (i.e., $a \times_{n} b:=[a \times b \bmod n]$ ). In fact, $\mathbb{Z}_{n}^{*}$ includes all integers in $Z_{n}$ that are invertible modulo $n$. (i.e., $\mathbb{Z}_{n}^{*}=\left\{a \in \mathbb{Z}_{n}: \operatorname{gcd}(a, n)=1\right\}$ ). We will often abuse these notations and write $\mathbb{Z}_{n}$ for $\left\langle\mathbb{Z}_{n},+_{n}\right\rangle$, and $\mathbb{Z}_{n}^{*}$ for $\left\langle\mathbb{Z}_{n}^{*}, \times{ }_{n}\right\rangle$.

With respect to the above notations, we remind the following theorems from Number Theory:

$$
\begin{aligned}
& \left|\mathbb{Z}_{n}^{*}\right|=\phi(n),\left|\mathbb{Z}_{n^{2}}^{*}\right|=\phi\left(n^{2}\right)=n \phi(n) \\
& \forall a \in \mathbb{Z}_{n^{2}}^{*}: a^{\lambda(n)}=1 \quad \bmod n, a^{n \cdot \lambda(n)}=1 \quad \bmod n^{2}
\end{aligned}
$$

Legendre Symbol, Jacobi Symbol, and Quadratic Residue: For prime number $p$ and integer $s \in \mathbb{Z}_{p}$, the Legendre Symbol of $x$ modulo $p$ is defined as follows:

$$
\left(\frac{x}{p}\right)=\left\{\begin{array}{l}
0 \text { If } x=0 \\
1 \text { if } x=y^{2} \text { for some } y \in \mathbb{Z}_{p}^{*} \\
-1 \text { otherwise }
\end{array}\right.
$$

For positive integer $n=p_{1}^{a_{1}} \ldots p_{k}^{a_{k}}$, where $p_{i}$ are distinct prime numbers and $a_{i} \in \mathbb{N}$, the Jacobi Symbol of $x$ modulo $n$ is:

$$
\left(\frac{x}{n}\right)=\prod_{i=1}^{k}\left(\frac{x \bmod p_{i}}{p_{i}}\right)^{a_{i}}
$$

We denote by $\mathbb{J}_{n}$ the subgroup of $\mathbb{Z}_{n}^{*}$ with Jacobi symbol 1 , which has order $\phi(n) /$ 2 , and it is the largest cyclic group contained in $\mathbb{Z}_{n}^{*}$. Furthermore, we let $\mathbb{Q} \mathbb{R}_{n}$ present a set of quadratic residues modulo $n$, which include integer $x$ such that there exist $y \in \mathbb{Z}_{n}^{*}: x=y^{2}$. Using Chinese Remainder Theorem (CRT), we see that if $x$ is a quadratic residue modulo $n$ then $\left(\frac{x}{n}\right)=1$. The converse is only true if $n$ is a prime number. $\mathbb{Q} \mathbb{R}_{n}$ is also a cyclic subgroup of $\mathbb{Z}_{n}^{*}$ of order $\phi(n) / 4$.

Probability and Distributions: For an arbitrary set $\mathcal{S}$, by $x \stackrel{\$}{\leftrightarrows} \mathcal{S}$ we indicate that $x$ is chosen uniformly at random from $\mathcal{S}$. We use $\mathbf{U}_{n}$ as a random variable, uniformly distributed over $\{0,1\}^{n}$. For any probability distribution $\mathcal{D}$, we let $x \stackrel{\mathcal{D}}{\leftrightarrows} \mathcal{S}$ denotes choosing
$x$ from $\mathcal{S}$ according to the probability distribution $\mathcal{D}$. We often use the term random to mean uniformly at random and sometimes, when it is clear from the context, we drop the distribution in $\stackrel{\mathcal{D}}{\rightleftarrows}$. We denote by $\operatorname{Pr}[X=s]$ the probability of a random variable $X$ taking value $s$, and $\underset{x \leftarrow \mathcal{D}}{\operatorname{Pr}}[f(s)=\alpha]$ to denote the probability that $f(x)$ is equal to $\alpha$, while $s$ is sampled according to the distribution $\mathcal{D}$.

Definition 2 (Statistical Distance [105]). Consider two distributions $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ over some finite set $\mathcal{S}$ and two random variables $X_{0}$ and $X_{1}$ sampled according to $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ respectively. The statistical distance between two distributions is defined as:

$$
\mathrm{d}_{\text {static }}:=\frac{1}{2} \sum_{s \in \mathcal{S}}\left|\operatorname{Pr}_{x \leftarrow \mathcal{D}_{0}}[x=s]-\operatorname{Pr}_{x \leftarrow \mathcal{D}_{1}}[x=s]\right|
$$

### 2.2 Algorithms

By algorithm, we mean a "Turing Machine Program" which is classified into two types: deterministic and probabilistic algorithms.

The probabilistic algorithm (which we often use in this work) incorporates an additional Turing tape with random bits (a.k.a. random coins). In the probabilistic algorithm (Turing Machines), we assume that the random tape chooses a bit-string uniformly at random.

A different sort of randomized algorithm, the non-uniform probabilistic algorithm, has access to an advise string. As a result, the random coin is picked according to some distribution rather than the uniform distribution. While this makes the algorithm more robust than the (uniform) ones, it is, in fact, unrealistic. Therefore, we consider only algorithms of uniform complexity throughout our work, those that do not access the advice string.

A randomized Turing Machine, $\mathbf{A}$, runs in time $t_{\mathbf{A}}(|s|)$ if for all string $s, \mathbf{A}(s)$ halts within $t_{\mathbf{A}}(|s|)$ steps. For example, suppose we fix the input's length $\left(s \in\{0,1\}^{n}\right)$ and consider its running time as a random variable (dependent on its coin tosses). In that case, we call the algorithm expected in polynomial time if the expectation of this random variable is polynomial in $n$. In contrast, if there exist some polynomial poly such that bounds the algorithm's running time on input $s\left(t_{\mathbf{A}}(s)<\operatorname{poly}(|s|)\right)$, then we say that $\mathbf{A}$ is a (strict) polynomial-time algorithm. In our research, PPT stands for a probabilistic polynomial-time algorithm that implicitly considers only the uniformly randomized ones.

Non-uniformly Polynomial-Time Algorithms are polynomial algorithms that have access to some extra input (polynomial length string in input length) $\mathbf{A}(s)=B\left(s, r_{\text {poly }}(|s|)\right)$ which $B$ is a PPT algorithm.

For algorithm A, we let $y \leftarrow \mathbf{A}(s)$ denote A's execution on input $x$ with fresh random coins that outputs $y$ as a result. Sometimes we explicitly indicate the random coin used by the algorithm by writing $y \leftarrow \mathbf{A}(s$; random $)$; we separate the input and randomness by ";". We stress that the symbol "random" represents the concept of randomness in the algorithm not an exact value. In other words, the random values in these two algorithms, $y_{1} \leftarrow \mathbf{A}\left(s_{1} ;\right.$ random $)$ and $y_{2} \leftarrow \mathbf{A}\left(s_{2} ;\right.$ random $)$ are not necessarily the same value, although we use the same notation.

Interactive Turing Machines: An interactive Turing Machine (ITM) is a Turing Machine that communicates with other Turing Machines using its two additional tapes.ITM has one communication input tape to receive messages and one output tape to send messages to other machines. We use the following notation regarding interactive algorithms:

- $\langle\mathbf{A}(x), \mathbf{B}(y)\rangle(z)$ : Two algorithms, A and $\mathbf{B}$, with inputs $x$ and $y$ and common input $z$, interacting with each other.
- $z \leftarrow \mathbf{A}(x) \rightleftharpoons \mathbf{B}(y)$ : The algorithm $\mathbf{A}$ takes $x$ as input and outputs $z$ after interacting with algorithm $B$ with input $y$. $x$ may or may not be equal to $y$. If $y$ is not equal to $x$, it implicitly means that $\mathbf{A}(\mathbf{B})$ does not have knowledge about $\mathbf{B \prime s}(\mathbf{A})$ inputs.
- $[\mathbf{A}(s), \mathbf{B}(y)](z)$ : The probability distribution of history descriptions generated by the interaction of $\mathbf{B}$ with $\mathbf{A}$ on common input $z$ and private inputs $x$ and $y$ for each algorithm.

Definition 3 (View of an interactive protocol [250]). Consider the interactive algorithms $\langle\boldsymbol{A}(x), \boldsymbol{B}(y)\rangle(z)$ with two parties $\boldsymbol{A}$ and $\boldsymbol{B}$ on common input $z$ and private inputs $x$ and $y$. Then $\boldsymbol{A}$ 's view of the interaction with $\boldsymbol{B}$, denoted by $\mathcal{V}$ iew $[\boldsymbol{A}(x) \rightleftharpoons \boldsymbol{B}(y)](z)$, is a random variable $\langle\boldsymbol{A}, \boldsymbol{B}\rangle[x]=\left(m_{1}, m_{2}, \ldots, m_{t}\right.$; random) consisting of all the messages $m_{1}, \ldots, m_{t}$ exchanged between $\boldsymbol{A}$ and $\boldsymbol{B}$ together with the sub-string of random containing all the random bits that $\boldsymbol{A}$ has read during the interaction.

### 2.3 A Background from Complexity Theory

## "P versus NP; a gift to mathematics, from computer science." Steve Smale.

Following from the book, The Foundations of Cryptography [119], "Efficient computations correspond to computations that can be carried out by probabilistic polynomialtime Turing machines".

In this section we recall some definitions and concepts from the complexity theory. We begin by introducing three well-known complexity classes, P, NP, and PSPACE, and then inject the fourth class that has a significant impact on cryptography.

### 2.3.1 P, NP and PSPACE

We consider a language $\mathscr{L}$ as a set of bit-strings and we say a Turing Machine decide (recognize) the language if:
i. Completeness: For every $x \in \mathscr{L}$, the machine accepts $x$, outputs 1 .
ii. Soundness: For every string $x \notin \mathscr{L}$ the algorithm rejects $x$, outputs 0 .

Moreover, we say algorithm A decide the language $\mathscr{L}$ with a 2 -sided error if for every statement $x \in \mathscr{L}$, the completeness and soundness properties, occur with some failure probability.
BPP-Class includes all language that can be decided in polynomial-time with two sideerror, defined as follows:

Definition 4 (Bounded-Probability Polynomial Time). The complexity class BPP contains all language $\mathscr{L}$ which is recognized by a probabilistic polynomial-time Turing Machine $M$ such that:
i. Completeness: For every $x \in \mathscr{L}$, the machine accepts $x$ with probability of at least $\frac{2}{3}$ :

$$
\forall x \in \mathscr{L}: \operatorname{Pr}[A(x)=1] \geq \frac{2}{3} .
$$

i. Soundness: For every string $x \notin \mathscr{L}$ the algorithm rejects $x$, outputs 0 with a probability of at least $\frac{2}{3}$ :

$$
\forall x \notin \mathscr{L}: \operatorname{Pr}[A(x)=0] \geq \frac{2}{3} .
$$

P-Class includes all languages $\mathscr{L}$ that are recognized by a deterministic polynomialtime algorithm:

$$
\begin{gathered}
\mathbf{P}=\left\{\mathscr{L}: \text { for some deterministic polynomial-time algorithm } \mathbf{A}^{\text {deterministic }}:\right. \\
\left.\qquad \mathbf{A}^{\text {deterministic }}(x)=1 \Longleftrightarrow \chi \mathscr{L}(x)=1\right\}
\end{gathered}
$$

NP-Class includes all languages for which there are two algorithms; a computationally unbounded algorithm and a polynomial-time algorithm. The first algorithm takes $x \in \mathscr{L}$ as input and generates $w$, a bit-string of size polynomial in the $|x|$. The second algorithm is a boolean deterministic polynomial algorithm that outputs accept (or 1) if $x$ belongs to the language and outputs reject (or 0 ) if $x$ does not belong to the language.Formally we have the following definition:

Definition 5 (Complexity Class NP[119]). A language $\mathscr{L}$ is in NP-class if there exists a Boolean relation $R_{\mathscr{L}}$ and a polynomial poly(.) such that $R_{\mathscr{L}}$ can be recognized in (deterministic) polynomial time, and $x \in \mathscr{L}$ if and only if there exists a $w$ such that $|w| \leq$ poly $(|x|)$ and $(x, w) \in R_{\mathscr{L}}$. We call $w$ a witness for the membership of the statement $x$ in language $\mathscr{L}$.

Examples: Consider a graph G (big graph) and the following two questions:

1. Is $G$ an Eulerian Graph? i.e., Does $G$ have a path that visits every edge exactly once?
2. Is $G$ a Hamiltonian graph? i.e., Does $G$ have a path that visits every vertex exactly once?

Based on these questions, we can define two languages, $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ :

1. $\mathscr{L}_{1}=\{G: G$ is an Eulerian Graph $\}$
2. $\mathscr{L}_{2}=\{G: G$ is a Hamiltonian Graph $\}$

The first language belongs to class $\mathbf{P}$ because, according to a well-known study in Graph Theory, a connected graph has an Eulerian cycle if and only if every vertex has an even degree. In contrast, the second language belongs to the NP-class, because there is no known deterministic algorithm that can decide whether or not a graph is Hamiltonian. Moreover, having a Hamiltonian cycle of graph $G$, one can verify the correctness of the witness; particularly, a deterministic algorithm $\mathrm{R}(x=G, w=$ cycle) exists which indicates the Hamiltonian problem belongs to the NP-class.


#### Abstract

PSPACE-Class: The third notable category is the PSPACE-class, which includes all languages recognized by a Turing Machine in a polynomial amount of space. It should be noted that there is no time constraint in languages in PSPACE. It is believed that NP and $\mathbf{P}$ are strictly contained in PSPACE and NP respectively: $$
\mathbf{P} \subset \mathbf{N P} \subset \mathbf{P S P A C E}
$$


### 2.3.2 Interactive Proof Systems

A remarkable connection between the NP and PSPACE (assuming that NP $\neq$ PSPACE) derives from another complexity class, IP that incorporates some relaxations relative to the NP-class. Tolerating a tiny amount of errors by injecting some randomness into the algorithms and allowing algorithms to interact, namely, sending some challenging value, and receiving the response adaptively. Formally, we define the interactive proof as follows:

Definition 6 (Interactive Proof Systems [128, 129]). An interactive proof system for a language $\mathscr{L}$ (or its corresponding relation $R_{\mathscr{L}}$ ) is a two-party game between the prover and the verifier. The verifier executes a probabilistic polynomial algorithm Verify and the prover executes a computationally unbounded strategy Prove, satisfying the following properties:

- Efficiency: $\langle$ Prove, Verify $\rangle(x)$ is polynomially bounded.
- Completeness: For every $(x, w) \in R_{\mathscr{L}}$ : the Verify algorithm accepts after interacting with the prover on common input $x$, with probability at least $1-\frac{1}{\text { poly }(|x|)}$ for some polynomial poly.
- Soundness: For some polynomial poly, it holds that for every $x \notin \mathscr{L}$ and every potential strategy Prove*, the verifier, rejects with a probability of at least $\frac{1}{\text { poly }(|x|)}$.

The class of languages having interactive proof systems is denoted by IP.
In the original definition of an interactive proof system in [128] they consider an interactive Turing machines; we use the definition that was introduced in [129].

Additional Note. It is clear that all languages in $\mathbf{N P}$ have a one-round interactive proof system that merely involves the prover sending $(x, w)$ to the verifier. The verifier performs the polynomial-time algorithm relation and accepts or rejects the result based on whether or not $\mathrm{R}(x, w)=1$. Therefore, it is natural to ask whether these new class, IP, is strictly more powerful than $\mathbf{N P}$ in terms of recognition of additional languages.

Much research has been done addressing the first issue, and the result illustrates a fundamental relation between NP and PSPACE. Adi Shamir in [235] by using a novel proof technique, "arithmetization" and Goldreich in [198] using some NP-complete reduction (permanent of a matrix) showed that IP = PSPACE. Assuming NP is not equal to PSPACE, this result shows that the class IP strictly includes NP.

Another relevant question is what complexity class we obtain by relaxing a single criterion of the NP-class. In terms of error tolerance, some works do not require perfect completeness and allow for failures of less than $\frac{1}{3}$. Goldreich et al. established two interesting theorems in [108]:

Theorem 2.3.1. If $\mathscr{L}$ has an n-round interactive proof system, then $\mathscr{L}$ has an n+1-round interactive proof system with perfect completeness.

Theorem 2.3.2. If $\mathscr{L}$ has an interactive proof with perfect soundness, then $\mathscr{L}$ is in an NP language.

This result shows the necessity and sufficiency of the relaxations. Without tolerating any soundness failure, the IP collapsed to NP, and the two-sided error version equals the one-sided. Moreover, in terms of interaction, the non-interactive form of IP was studied in [20] and it was proved that it contains $\mathbf{N P}$, but the converse is unknown.
Additional Note. In terms of interaction, interactive proof systems come in various flavors. The non-interactive form of IP was studied in [20] and proved it contains NP, but the converse is unknown. Arthur-Merlin games, also introduced by [20], are restricted cases in which it is required that a verifier sends only the outcome of the coin it tosses. This type of interactive proof is known as a public coin interactive proof, as opposed to a private coin interactive proof, in which the verifier may keep its internal state secret. Interestingly it has been proved [129] that this restricted case has essentially the same power as the general case. In other words, each interactive proof system can be considered as a public-coin interactive proof system. ${ }^{1}$ More precisely, Goldwasser and Sipser [122] prove that a public-coin interactive proof system can recognize any language with an $n$-round private-coin interactive proof system with $n+2$-rounds.

### 2.4 Provable Security

In their outstanding book Introduction to Modern Cryptography [172], Katz and Lindell characterized modern cryptography by its threefold principles: formal definitions, precise assumptions and proofs of security. The first step towards modern cryptography is establishing a formal definition. This specification provides a comprehensive view of our model and helps us answer the essential questions:

What do we wish to safeguard? Is it the key? Is it the whole message or just some partial information that allows us to discover what kind of adversary we are trying to protect from? Are we trying to safeguard our system against what kind of adversary? How powerful are our adversaries, and what resources does the adversary possess?

Answering these questions helps us establish the basic steps of an approach socalled provable approach, put simply, is a security that can be proved, and it has the following steps:

1. Define the system you wish to protect and define the security goal precisely.
2. Define your adversarial power, resources and capabilities.
3. Specify the assumption.
4. Prove that if the assumptions hold true, the adversary with the described power cannot breach your system.

In this section, we present our definition, concept, and the security model that we use in our research, the approach which is called Provable security.

[^4]
### 2.4.1 Computational Secrecy

Perfect secrecy requires that no information about an encrypted message is revealed, even to an adversary with unlimited computational power. However, as Shannon pointed out, the price of achieving perfect secrecy is prohibitively high in the real world. In addition, while perfect secrecy is a worthy objective, it is also unnecessarily strong. Likewise, a cryptosystem with small information leakage to a computationally bounded adversary is still considered secure in real-world applications. These considerations lead us to define another concept of secrecy: computational security.

There are two approaches to computational security:
i. The concrete approach to computational security estimates the maximal security level of the system based on the adversary's resources (e.g., time). A scheme is $(t, b)$-secure if any adversary with a time limit of at most $t$ succeeds in violating system security with a probability of at most $b$. This approach is most applicable in practice, whereas we employ an asymptotic in the theoretical study.
ii. The asymptotic approach is rooted in complexity theory, and it equates efficiency with a probabilistic polynomial-time algorithm and slight probability with negligible functions (Definition 7). In complexity theory, we usually measure the algorithm's running time based on the length of its input.

Definition 7. A function negl(.) : $\mathbb{N} \mapsto \mathbb{R}$ is a negligible function iffor any polynomial poly there exits a number $n^{*} \in \mathbb{N}$ such that:

$$
\forall n>n^{*}:|\operatorname{neg}|(n) \left\lvert\,<\frac{1}{\operatorname{poly}(n)}\right.
$$

The dual of negligible function is an overwhelming function. We say $f$ is overwhelming if $1-f($.$) is a negligible function.$

Security Parameter. Although the asymptotic approach relies on complexity, it is dangerous to tie the security failure to the input length from the security point of view, as we may need to guarantee high security even for short statements. For this purpose, we use the concept of security parameter, a positive integer $\ell \in \mathbb{N}$, in the asymptotic approach. We bind all algorithms in a cryptosystem together by using the security parameter as their common input. This allows us to investigate the system's security comprehensively. In order to respect the notion and terminology of complexity theory, we use a unary representation of security parameters as input to the algorithms.

Therefore to put the computational secrecy in formal definition, we will have the following:

Definition 8 (Computational Secrecy). A cryptosystem has computational secrecy if any PPT adversary succeeds in breaking the scheme with at most negligible probability in security parameter:

$$
\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}}\left(1^{\ell}\right)\right]<\operatorname{negl}(\ell)
$$

After establishing the computational framework, proceed by defining other concepts required for our security model.
Adversary: While we correspond an efficient method that runs in probabilistic polynomial time to ensure a higher level of security, an adversary is considered a non-uniform probabilistic algorithm. We distinguish active and passive adversaries

- Passive adversary attempts to obtain secret information while (honestly) following the cryptographic protocol. For example, honest voters cast their ballot on the public bulletin board in an election. Some malicious party tries to learn some voters' choice by observing the published information but do not intervene. However, security against passive adversaries does not address all possible situations.
- Active adversary forces parties to run the protocol in an unexpected way. A concrete example of this could be a coercer in an election who forces a voter by casting a ballot with a particular pattern. Such executions may cause additional information leakage, making the protocol less secure. Such adversaries are referred to as "active adversaries" since they disobey the established procedure.

Oracle Access: Sometimes, along with inputs and random coins, we provide algorithms with access to oracles. Oracles are a type of black-box that accepts some inputs and provides some output. They are intended to represent the possibility that an algorithm may obtain the answers to some queries without stating how they are computed. Given an oracle $\mathcal{O}$, we use $A(x) \rightleftharpoons \mathcal{O}(y)$ to denote that the algorithm $A$ is given oracle access to $\mathcal{O}$ when it is executed on the inputs $x$ and $y$.

We highly rely on the concept of indistinguishable distributions in this computational secrecy. We differentiate three types of distribution indistinguishability:

1. Perfect Indistinguishability: Two distributions, $\mathcal{X}=\left\{\mathcal{X}_{\ell}\right\}_{\ell \in \mathbb{N}}$ and $\mathcal{Y}=\left\{\mathcal{Y}_{\ell}\right\}_{\ell \in \mathbb{N}}$ are perfectly indistinguishable if from the point of view of any PPT adversary they look identical:

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathcal{X}, \mathcal{Y}}\left(1^{\ell}\right)=\left|\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x^{\Phi} \mathcal{X}_{\ell}\right]-\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x x^{\Phi} \mathcal{Y}_{\ell}\right]\right|=0
$$

2. Statistically Indistinguishability: Two distributions ensemble $\mathcal{X}=\left\{\mathcal{X}_{\ell}\right\}_{\ell \in \mathbb{N}}$ and $\mathcal{Y}=\left\{\mathcal{Y}_{\ell}\right\}_{\ell \in \mathbb{N}}$ are statistically indistinguishable if their statistical distance(Definition 2) is negligible:

$$
\mathrm{d}_{\text {static }}\left(\mathcal{X}_{\ell}, \mathcal{Y}_{\ell}\right)<\operatorname{neg}(\ell)
$$

3. Computationally Indistinguishability: Two distributions ensemble $\mathcal{X}=\left\{\mathcal{X}_{\ell}\right\}_{\ell \in \mathbb{N}}$ and $\mathcal{Y}=\left\{\mathcal{Y}_{\ell}\right\}_{\ell \in \mathbb{N}}$ are computationally indistinguishable if the advantage of any PPT adversary is negligible:

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathcal{X}, \mathcal{Y}}\left(1^{\ell}\right)=\left|\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x^{\Phi} \mathcal{X}_{\ell}\right]-\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x \stackrel{\$}{-} \mathcal{Y}_{\ell}\right]\right|<\operatorname{neg}(\ell)
$$

We only consider computational security throughout this thesis, so we usually omit the computational word.

There are two methods to prove the security of some primitives in the computational model: the Simulation-Based [191] and the Game-Based [238] methods.

### 2.4.2 Simulation-Based Security

In a simulation-based paradigm, we prove the primitive's security by designing a simulator with some ideal functionality. Consider a real-world electronic election system
in which we hope no malicious party may learn voter choices. Imagine an ideal model in which a thoroughly trusted party has secure channels to all voters, receives all voters' choice through some secure channels, and only publishes the outcome. As is obvious, a perfect model is secure by definition. We demonstrate a simulator that provides the same output as the adversary in the real world while interacting with the ideal "functionality" in the ideal world. In such a scenario, the system in the real world has the same level of security as the scheme in the ideal world, which is secure by definition [191].

### 2.4.3 Game-Based Security

The game-based method is characterized by a game centered on some generic primitive that played between two parties: the challenger $\mathcal{C}$, who has access to some secret values, and the adversary, $\mathcal{A}$ who only has access to some oracles plus whatever the challenger discloses during the game. The challenger challenges the adversary with a specific goal in mind. While interacting with the challenger, the adversary attempts to respond to the challenge. If the adversary achieves the predetermined goal, we say he has won the game.

For example, in an interactive game in which the challenger tosses a coin, a goal could be that the adversary was correctly guessing the outcome of coin-tossing. Clearly, the adversary can guess correctly in this scenario, at least with a probability of $\frac{1}{2}$ (random guessing). However, the interaction between the adversary and the challenger may help the adversary win the game with advantage of more than $\frac{1}{2}$. This is where we establish the security level of the generic primitive. By determining how much better the adversary performs than a trivial adversary that merely guesses the coin outcome.

More precisely, the game-based paradigm includes the following two steps:

1. Reduction Mechanism: Relates the security property of some cryptosystems to mathematical problems. As Goldwasser and Micali laid the foundations of provable security in [127], a cryptosystem or cryptographic protocol is provably secure if an adversary who breaches the system's security can be turned into an adversary who breaks a challenge that is conjectured to be hard. Therefore the reduction does not establish any level of security for the scheme on its own. However, assuming that no efficient algorithm can solve the underlying problem (challenge) with a high probability, the reduction ensures that the probability of breaching the cryptosystem is negligible.
As a result of the above explanation, the reduction mechanism may be summarized in the following phases.
(a) Consider a hard problem, $X$, for which no efficient (PPT) algorithm is believed to exist.
(b) Assume an effective adversary $\mathcal{A}$ that attacks the cryptosystem $C$ with a success probability of $s$.
(c) Develop an efficient algorithm $\mathcal{B}$ that attempts to solve problem $X$ by using adversary $\mathcal{A}$ as a subroutine. In reality, $\mathcal{B}$ simulates an instance of scheme $C$ for $\mathcal{A}$ as resulting in; As far as $\mathcal{A}$ can tell, it appears to be engaging with $C$.
(d) Prove that when $\mathcal{A}$ succeeds in breaking the instance of $C$ (that $\mathcal{B}$ is simulating), then $\mathcal{B}$ should be able to solve the instance $x$ of $X$.

Taken together, the above suggests that $\mathcal{B}$ solves $X$ with non-negligible probability, which contradicts our assumption that no efficient algorithm solves the problem with non-zero probability. As a result, the scheme's security will be proved.

Additional Note. We benefit from this approach in two ways. Firstly, it eliminates many insecure protocols. Additionally, it allows cryptanalysis to concentrate on investigating a limited number of specific, well-defined problems. As examples of the problems considered hard problems, we can name factorization and discrete logarithm, the inverse of exponentiation in some specific cyclic groups or the shortest vector in a lattice.
2. Game Hopping Mechanism: After associating our primitive security property with a hard problem, we design a sequence of slightly different games, each computationally close to the previous one. Specifically, the adversary cannot distinguish between the two unless it solves the difficult problem that we assumed no efficient adversary could solve. This contradiction implies that the adversary could not distinguish between two consecutive games. Further, the game should be constructed to capture the desired security property for the primitive that we wish to establish.

Experiments and Games. Consider an experiment (game) as an interactive game between a challenger and an adversary (or a distinguisher) in which after some rounds of interactions between $\mathcal{A}$ and $\mathcal{C}$, the challenger selects bit $\beta$. The adversary must output bit $\beta^{\prime}$ (in fact, guess the bit $\beta$ ) based on all information he gets during the execution. The adversary would win the game if $\beta=\beta^{\prime}$.

$$
\operatorname{Succ}_{\mathcal{A}}^{\operatorname{Exp}}\left(1^{\ell}\right)=\mid \operatorname{Pr}\left[\beta=\beta^{\prime}\right]
$$

Advantage. We define $\mathcal{A}$ 's advantage as the ability of the adversary to guess the bit correctly or win the game better than random guesses, $\frac{1}{2}$.

$$
\left.\operatorname{Adv}_{\mathcal{A}}^{\text {Game }^{(1}}{ }^{\ell}\right)=\mid \operatorname{Pr}\left[\mathcal{A} \mapsto 1 \mid \mathcal{C}^{\text {Game }_{\mapsto}} 1\right]-\operatorname{Pr}\left[\mathcal{A} \mapsto 1 \mid \mathcal{C}^{\text {Game }} \mapsto 0\right]
$$

Additional Note. In some certain experiments, the adversary is required to output some information, not a single bit. These games are mostly used in computational problems such as factorization problems. (See 2). In contrast the above experiments, which are related to a challenging bit, are mostly used in the decisional problem (See 7).

### 2.5 One Way Functions

Considering the basic concepts of computational complexity theory, now is the time to define one of the most important cryptographic concepts. Therefore we introduce one of the essential concepts in modern cryptography theory, the One-Way Function.

Definition 9. [(Strongly) One-Way function:] Function $f:\{0,1\}^{*} \mapsto\{0,1\}^{*}$ is a (Strongly) one-way if it is efficiently computable and hard to invert:

- Efficiently computable: There exists a deterministic polynomial-time algorithm that for any $x \in\{0,1\}^{*}$ compute $f(x)$.
- Hard to invert: For any PPT algorithm $\mathcal{A}$, the following probability is negligible;

$$
\operatorname{Pr}_{x \leftarrow \mathbf{U}_{n}, \text { random }}\left[y \leftarrow \mathcal{A}\left(f(x), 1^{\ell} ; \text { random }\right) \mid f(x)=y\right]<\operatorname{neg} \mid(\ell)
$$

Suppose we replace the PPT property of algorithm $\mathcal{A}$ with a non-uniformly probabilistic algorithm (a family of polynomial circuits). In that case, we get a more powerful concept known as a Non-Uniformly Strong One-Way Function. Obviously if $f$ is oneway in a non-uniform way, then it is also one-way. The converse is not necessarily true, although it is widely believed that non-uniformly one-way exists, and all examples in the preceding subsections are believed to be non-uniformly one-way functions [119]. A weaker notion of one-way function results from using the following formula in definition9:

$$
\operatorname{Pr}_{x \leftarrow \mathbf{U}_{n}, \text { random }}\left[y \leftarrow B\left(f(x), 1^{\ell} ; \text { random }\right) \mid f(x) \neq y\right]=1-\operatorname{neg} \mid(\ell)
$$

Not every weak One - Way is a strong One-Way function, but interestingly, it is proved that if there exists a weak One-Way then there exists a strong One-Way function.

Theorem 2.5.1. Weak one-way functions exist if and only if strong one-way functions exist. [119]

Formulating one-way functions as in Definition 9 is appropriate for abstract discussion. However, to conduct more robust research, we require some modifications:

- Rather than considering one-way functions acting on an infinite domain (i.e., $\{0,1\}^{*}$ ), we consider infinite sets offunctions; each is operating on a finite domain.
- In many cryptosystems, we must have a unique preimage. Hence we prefer only to consider one-way permutation rather than one-way function.
- Also, to retrieve the encrypted message from the ciphertext, we need to be able to efficiently invert $y$ and find $x: f(x)=y$ with the help of some additional input, called trapdoor.

The above requirements bring us to the definition of Trapdoor Permutation Collection:
Definition 10. Collection of Trapdoor Permutations One-Way Function [119]: Let $\bar{I}$ be a set of bit-string, $\bar{I} \subset\{0,1\}^{*}$ and $\bar{I}_{n}=\bar{I} \cap\{0,1\}^{*}$. A collection of permutations with indices in $\bar{I}$ is a set $\left\{f_{i}: D_{i} \mapsto D_{i}\right\}$ such that each $f_{i}$ is one-to-one on the corresponding domain $D_{i}$. Such a collection is called a trapdoor permutation if there exist four probabilistic polynomial-time algorithms $I, D, F$ and $F^{-1}$ such that the following five conditions hold:

- Index and trapdoor selection: For every n;

$$
\operatorname{Pr}\left[I\left(1^{n}\right) \in \bar{I}_{n} \times\{0,1\}^{*}\right]>1-2^{-n}
$$

- Selection in the domain: For any $n \in \mathbb{N}$ and $i \in \bar{I}_{n}$ :

1. $\operatorname{Pr}\left[D(i) \in D_{i}\right]>1-2^{n}$.
2. Conditioned on $D(i) \in D_{i}$, the output is uniformly distributed in $D_{i}$. That is for every $x \in D_{i}: \operatorname{Pr}\left[D(i)=x \mid D(i) \in D_{i}\right]=\frac{1}{\left|D_{i}\right|}$. without loss of generality $D_{i} \subset$ $\{0,1\}^{\text {poly (ili) }}$.

- Efficient evaluation: For every n

$$
\operatorname{Pr}\left[F(i, x)=f_{i}(x)\right]>1-2^{-n} .
$$

- Hard to invert: Let $I_{n}$ be a random variable describing the distribution of the first element in the output of $I\left(1^{n}\right)$, and $X_{n}:=D\left(I_{n}\right)$. Then for every probabilistic polynomialtime algorithm $\mathcal{A}$, every positive polynomial poly(.) and all sufficiently large $n$ :

$$
\operatorname{Pr}\left[\mathcal{A}\left(I_{n}, f_{I_{n}}\left(X_{n}\right)\right)=X_{n}\right]<\frac{1}{\operatorname{poly}(n)} .
$$

- Inverting with trapdoor: For every $n \in \mathbb{N}$, any pair $(i, t)$ in the range of $I\left(1^{n}\right)$ such that $i \in \bar{I}_{n}$ and every $x \in D_{i}$ :

$$
\operatorname{Pr}\left[F^{-1}\left(t, f_{i}(x)\right)\right]>1-2^{-n} .
$$

### 2.5.0.1 The RSA Collection as a One-Way Permutation:

One of the most well-known collections of one-way trapdoor permutations, is the RSA family, proposed in [222].Following definition 10, we describe the RSA collection as follows:

Definition 11. The RSA trapdoor one-way collection, $R S A=\left\{R S A_{N, e}\right\}_{\ell}$ is collection of one-way trapdoor permutation for index set, $I=(N, e)$, function RSA $(N, e, x)=x^{e} \bmod n$ and domain $D_{(N, e)}$ where $N=p \cdot q$ for two prime numbers $p$ and $q$ with length $\frac{1}{2} \cdot \log _{2} N$ and $\operatorname{gcd}(e, \phi(N))=1$. The function of index $n=(N, e)$ has domain $D_{\ell}=\{1, \ldots, N\}$ and maps $x \mapsto x^{e} \bmod N$. Using the fact thate is relatively prime to $\phi(N)=(p-1) \cdot(q-1)$, it can be shown that the function is in fact a permutation over its domain. Hence, the RSA collection is a collection of permutations. RSA.I, RSA.D, RSA.F:

- Index and trapdoor selection: The index set is $I=(N, e)$ where $N=p q$ for two (large) prime numbers $p$ and $q, 2^{\ell-1} \leq p<q<2^{\ell}$. The numbere is a co-prime with $\phi(N) ; \operatorname{gcd}(e, \phi(N))=1$ which is uniformly selected among the admissible possibilities.
- Selection in domain: We set $D_{(N, e)}=\{1,2, \ldots, N\}$ and algorithm $D_{R S A}$ selects (almost) uniformly an element in the set $D_{(N, e)}$.
- Efficient evaluation: $R S A(N, e, x)=x^{e} \bmod n$,
- Hard to invert: It is proved that the RSA function is hard to invert without the trapdoor (See 1).
- Inverting with trapdoor: The corresponding trapdoor would be $d$ such that e $\cdot d=1$ $\bmod \phi(n)$. With the help of number theory, we know that

$$
R S A \cdot F_{(N, e)}(x)=x^{e}=y \Longrightarrow y^{d}=x^{e \cdot d=1[\bmod \phi(N)]}=x[\bmod N]
$$

In order to avoid heavy notation, instead of the above description, we denote by $\mathcal{G}^{\mathrm{RSA}}\left(1^{\ell}\right)$ the PPT algorithm which generates the RSA tuple ( $p, q, N, e, d$ ) such that $p$ and $q$ are two strong prime numbers and

$$
2^{\ell-1} \leq q<2^{\ell}, N=p \times q, e \in \mathbb{Z}_{n}, \operatorname{gcd}(e, \phi(n))=1, e \cdot d=1 \bmod \phi(N) .
$$

Assumption 1. It is believed that, for any PPT algorithm $\mathcal{A}$ the success probability in Figure 2.1 is negligible in $\ell$.

Figure 2.1: $\operatorname{Exp}_{\mathcal{A}}{ }^{\text {rsa }}\left(1^{\ell}\right)$, RSA Experiment

| Challenger steps: | Adversary steps: | Success probability: |
| :--- | :--- | :--- |
| $1 .(e, p, q) \leftarrow I_{R S A}\left(1^{\ell}\right)$ |  |  |
| 2. $(x) \leftarrow D_{(N, e)}$ | $4 . x^{\prime} \leftarrow A\left(1^{\ell},(N, e), y\right)$ | $\operatorname{Succ}_{\mathcal{A}}{ }^{\text {rsa }}\left(1^{\ell}\right)=\operatorname{Pr}\left[x^{\prime e}=y\right]$ |
| 3.RSA. $F_{(N, e)}(x)=y$ |  |  |

### 2.6 Computational Assumptions

This section reviews the classical computational assumptions that will underpin the remainder of this thesis, which we divide into two broad categories: discrete-logarithmbased assumptions and factorisation-based assumptions.

### 2.6.1 Factorization-Based Assumptions

Factorization Problem: The hardness of factorization, intuitively, states the following, for any PPT adversary $\mathcal{A}$ who is given the number $n=p q$, the product of two random primes $p$ and $q$, the probability of generating two number $p^{\prime}$ and $q^{\prime}$ such that $n=p^{\prime} \times q^{\prime}$ is negligible in terms of $\ell=|p|$.

It is easy to see that the probability would not be negligible if either $p$ or $q$ is a small prime number. Hence we need to define a precise setting for factorization assumption. One of the standard settings is the one where it is assumed that $p$ and $q$ are strong prime numbers (Blum primes), namely, $p^{\prime}=\frac{p-1}{2}$ and $q^{\prime}=\frac{(q-1)}{2}$ are also prime numbers. Here we consider the general setting.

Assumption 2. Factorization assumption holds true if the following probability (success probability) for any PPT adversary $\mathcal{A}$ is negligible.

$$
\begin{align*}
\operatorname{Succ}_{\mathcal{A}}^{\text {factorization }}(\ell) & =\operatorname{Pr}\left[\mathcal{A}(n) \mapsto\left(p^{\prime}, q^{\prime}\right) \mid n \leftarrow \mathcal{G}^{\mathrm{RSA}}\left(1^{\ell}\right), n=p^{\prime} \times q^{\prime}\right]  \tag{2.1}\\
& <\operatorname{neg} \mid(\ell)
\end{align*}
$$

Decisional Composite Residuosity Problem; (DCR) states that that given the RSA number $n$ and a random integer $x$, it is hard to decide whether $x$ is an $n$-residue modulo $n^{2}$.

Assumption 3. DCR assumption holds true if the following probability (success probability) for any PPT adversary $\mathcal{A}$ is negligible.

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{DCR}}(\ell) & =\mid \operatorname{Pr}\left[\mathcal{A}(n, x)=1 \mid n \leftarrow \mathcal{G}^{\mathrm{RSA}}(\ell), z \leftarrow \mathbb{Z}_{n}, x=z^{n}\right] \\
& -\operatorname{Pr}\left[\mathcal{A}(n, x)=1 \mid n \leftarrow \mathcal{G}^{\mathrm{RSA}}(\ell), x \leftarrow \mathbb{Z}_{n}\right] \mid<\operatorname{neg|}(\ell)
\end{aligned}
$$

### 2.6.2 Discrete Logarithm-Based Assumptions

Discrete Logarithm Problem; (DL). Let $\mathcal{G}_{D L}\left(1^{\ell}\right)$ be a PPT algorithm that generates a group $\mathbb{G}=\langle g\rangle$ with some random generator $g$. Discrete Logarithm problem states that given $(\mathbb{G}, g, h \in \mathbb{G})$ it is hard to compute $\alpha$ such that $h=g^{\alpha}$. Formally:

Assumption 4. The discrete logarithm assumption holds for $(\mathbb{G}, g) \leftarrow \mathcal{G}_{D L}$ if for all nonuniform polynomial-time adversary $\mathcal{A}$, we have:

$$
\left|\operatorname{Pr}\left[\mathcal{A}(\mathbb{G},(g, h))=\alpha^{\prime} \mid(\mathbb{G}, g) \leftarrow \mathcal{G}_{D L}\left(1^{\ell}\right), \mathrm{r}^{\$} \mathbb{Z}, h=g^{\mathrm{r}}\right]\right|<\operatorname{neg}(\ell)
$$

Decisional Diffie-Hellman Problem; (DDH). Let $(\mathbb{G}, g, p) \leftarrow \mathcal{G}_{\mathrm{DDH}}\left(1^{\ell}\right)$ be a PPT algorithm that generates a group setting. The decisional Diffie-Hellman problem (DDH) states that given $\left(g, g^{\alpha}, g^{\beta}, Z\right) \in \mathbb{G}^{4}$ for random integers $\alpha, \beta$ it is hard to tell whether $Z=g^{\alpha \beta}$ or a random element in $\mathbb{G}$.

Assumption 5. The decisional Diffie-Hellman assumption holds for $\mathcal{G}_{\text {DDH }}$ iffor all nonuniform polynomial-time adversary $\mathcal{A}$ we have:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},\left(g, g^{\alpha}, g^{\beta}, Z\right)\right)=1 \mid(p, \mathbb{G},, g) \leftarrow \mathcal{G}_{\mathrm{DDH}}\left(1^{\ell}\right) ;\right. \\
& \left.Z=g^{\alpha \beta}, g \stackrel{\Phi}{\leftarrow} \mathbb{G},(\alpha, \beta) \leftarrow \mathbb{Z}_{p}\right]- \\
& \operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},\left(g, g^{\alpha}, g^{\beta}, Z\right)\right)=1 \mid(p, \mathbb{G},, g) \leftarrow \mathcal{G}_{\mathrm{DDH}}\left(1^{\ell}\right) ;\right. \\
& \left.g \stackrel{\Phi}{\leftrightarrows} \mathbb{G},(\alpha, \beta, \mathrm{r}) \leftarrow \mathbb{Z}_{p},\left(Z=g^{r}\right)\right] \mid<\operatorname{neg}((\ell)
\end{aligned}
$$

Decisional Linear Problem; (DLin). Let $\mathcal{G}_{\text {DLin }}\left(1^{\ell}\right)$ be a PPT algorithm generates a bilinear group setting, that takes security parameter $\ell$ as input and outputs $\ell$-bit prime $p$, the descriptions of two groups $\mathbb{G}$ and $\mathbb{G}_{T}$ of order $p$ and a bilinear map $\mathbf{e}: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$. The decisional linear problem (DLin) introduced by Boneh, Boyen and Shacham [51] states that given $\left(g, g^{\alpha}, g^{\beta}, g^{r \alpha}, g^{s \beta}, Z\right) \in \mathbb{G}^{6}$ for random integers $\alpha, \beta, r, r$ it is hard to tell whether $Z=g^{r+s}$ or a random element in $\mathbb{G}$.

Assumption 6. The decisional linear assumption holds for $\mathcal{G}_{\text {DLin }}$ if for all non-uniform polynomial-time adversary $\mathcal{A}$ we have:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},\left(g, g^{\alpha}, g^{\beta}, g^{r \alpha}, g^{s \beta}, Z\right)\right)=1 \mid\left(p, \mathbb{G}_{\mathrm{G}}, \mathbb{G}_{T}, \mathbf{e}, g\right) \leftarrow \mathcal{G}_{\mathrm{DLin}}\left(1^{\ell}\right) ;\right. \\
& \left.Z=g^{r+s} ;(\alpha, \beta, r, s) \leftarrow \mathbb{Z}_{p}\right]- \\
& \operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},\left(g, g^{\alpha}, g^{\beta}, g^{r \alpha}, g^{s \beta}, Z\right)\right)=1 \mid\left(p, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g\right) \leftarrow \mathcal{G}_{\mathrm{DLin}}\left(1^{\ell}\right)\right. \\
& \left.Z=g^{r} ;(\alpha, \beta, r, s, r) \leftarrow \mathbb{Z}_{p}\right] \mid<\operatorname{negl}(\ell)
\end{aligned}
$$

The Decisional Bilinear Diffie-Hellman Problem; (DBDH). For a bilinear group seeting $\left(\mathbb{G}, \mathbb{G}_{T}, g, \mathbf{e}\right)$, DBDH assumption states the hardness for PPT adversaries of solving the following problem. On input ( $\left.g, g^{\alpha}, g^{\beta}, g^{\gamma}, Z\right) \in \mathbb{G}^{4} \times \mathbb{G}_{T}$, decide whether $Z=\mathbf{e}\left(g, g^{\alpha \beta \gamma}\right)$ or $Z$ is a random element in $\mathbb{G}_{T}$.

Assumption 7. The decisional linear assumption holds for $\mathcal{G}_{\text {DBDH }}$ if, for all non-uniform polynomial-time adversary $\mathcal{A}$, we have:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}\left(g, g^{\alpha}, g^{\beta}, g^{\gamma}, Z\right)=1 \mid\left(\mathbb{G}, \mathbb{G}_{T}, g, \mathbf{e}\right) \leftarrow \mathcal{G}_{\mathrm{DBDH}}\left(1^{\ell}\right) ;\right. \\
& \left.Z=\mathbf{e}\left(g, g^{\alpha \beta \gamma}\right) ;(\alpha, \beta, \gamma) \leftarrow \mathbb{Z}\right]- \\
& \operatorname{Pr}\left[\mathcal{A}\left(g, g^{\alpha}, g^{\beta}, g^{\gamma}, Z\right)=1 \mid\left(\mathbb{G}, \mathbb{G}_{T}, g, \mathbf{e}\right) \leftarrow \mathcal{G}_{\mathrm{DBDH}}\left(1^{\ell}\right)\right. \\
& \left.Z=\mathbf{e}(g, g)^{r} ;(\alpha, \beta, \gamma, r) \leftarrow \mathbb{Z}\right] \mid<\operatorname{neg}(\ell)
\end{aligned}
$$

Symmetric External Diffie-Hellman Problem; (SXDH). The setup algorithm $\mathcal{G}_{\mathrm{SXDH}}\left(1^{\ell}\right)$ generate a prime order bilinear map, ( $p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, \mathbf{e}, g_{1}, g_{2}$ ). In addition, SXDH assumption states the hardness for PPT adversaries of solving the following problem.

On input $\left(g_{b}, g_{b}^{\alpha}, g_{b}^{\beta}, Z\right) \in \mathbb{G}_{b}^{4}$, decide whether $Z=\mathbf{e}\left(g_{b}, g_{b}^{\alpha \beta}\right)$ or $Z$ is a random element in $\mathbb{G}_{T}$ for $b \in 1,2$. Formally:

Assumption 8. We say the SXDH [204] assumption holds for group generator $\mathcal{G}_{\text {SXDH }}$ if for all non-uniform polynomial-time adversary $\mathcal{A}$ and $b \in\{1,2\}$. The following two distribution are computationally indistinguishable:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}\left(\left(g_{b}, g_{b}^{\alpha}, g_{b}^{\beta}, Z\right)\right)=1 \mid\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, \mathbf{e}, g_{1}, g_{2}\right) \leftarrow \mathcal{G}_{S X D H}\left(1^{\ell}\right) ;\right. \\
& \left.Z=e\left(g_{1}, g_{2}^{\alpha \beta}\right) ;(\alpha, \beta) \leftarrow \mathbb{Z}\right]- \\
& \operatorname{Pr}\left[\mathcal{A}\left(g_{b}, g_{b}^{\alpha}, g_{b}^{\beta}, Z\right)=1 \mid\left(\mathbb{G}, \mathbb{G}_{T}, g, \mathbf{e}\right) \leftarrow \mathcal{G}_{S X D H}\left(1^{\ell}\right)\right. \\
& \left.\left(Z=\mathbf{e}\left(g_{1}, g_{2}\right)^{r}\right) ;(\alpha, \beta, r) \leftarrow \mathbb{Z}\right]|<\operatorname{neg}|(\ell)
\end{aligned}
$$

Decisional Subgroup Problem; (DSub). Let $\mathcal{G}_{\mathrm{DSub}}\left(1^{\ell}\right)$ be a PPT algorithm that generates a bilinear group setting, that takes security parameter $\ell$ as input and outputs two distinct $\ell$-bit prime numbers $p$ and $q$ the descriptions of two groups $\mathbb{G}$ and $\mathbb{G}_{T}$ of order $n=p \times q$ and a bilinear map $\mathbf{e}: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}:$

$$
\mathrm{pp}^{\mathrm{DSub}}=\left(n, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g\right) \leftarrow \mathcal{G}_{\mathrm{DSub}}\left(1^{\ell}\right) .
$$

The decisional subgroup problem (DSub) introduced by Boneh, Goh and Nissim [51] states that, without knowing the factorization of the group order $n$, deciding if an element $h$ is in a subgroup of $\mathbb{G}$ or not is hard, namely given ( $\mathrm{pp}^{\mathrm{DSub}}, h=g^{\alpha}$ ) for random integer $\alpha$ it is hard to tell whether $h^{q}=1$ or not.

Assumption 9. The decisional subgroup assumption holds for $\mathcal{G}_{\text {DSub }}$ iffor all non-uniform polynomial-time adversary $\mathcal{A}$ we have:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}\left(\mathrm{pp}^{\mathrm{DSub}}, Z=g^{p \alpha}\right)=1 \mid \mathrm{pp} \leftarrow \mathcal{G}_{\mathrm{DSub}}\left(1^{\ell}\right), \alpha \mathbb{Z}^{\Phi} \mathbb{Z}\right] \\
& -\operatorname{Pr}\left[\mathcal{A}\left(\mathrm{pp}^{\mathrm{DSub}}, Z=g^{\alpha}\right)=1 \mid \mathrm{pp} \leftarrow \mathcal{G}_{\mathrm{DSub}}\left(1^{\ell}\right), \alpha \pm \mathbb{Z}\right]|<\operatorname{neg}|(\ell)
\end{aligned}
$$

### 2.7 Cryptographic Primitives

This section recalls some cryptographic primitives that we will use later.

### 2.7.1 Commitment Scheme

Commitment schemes are one of the essential components in many cryptographic protocols. Informally, the commitment scheme is a two-party two-phase protocol between a sender and the receiver. The first phase is known as the commit phase, and the second phase is the opening phase. It is required that the receiver does not gain any knowledge (at least no knowledge of the sender's value) in the commitment phase, even if the receiver tries to cheat. Additionally, the commit phase should "bind" the sender to a unique value which means that in the opening phase, the receiver accept only this value.

Definition 12. Commitment Scheme is a tuple of PPT algorithms, 〈SetUp, Commit, Verify〉 including the following steps:

- Set up algorithm, $\operatorname{SetUp}\left(1^{\ell}\right)$ takes as input the security parameter and generates some public parameters pp that includes the message space $\mathcal{M}$, the commitment space $\mathcal{C}$, the opening space $\mathcal{O}$ and the random space $\mathcal{R}$.
- In the commitment phase, the sender runs the commitment algorithm on inputs, public parameter, $m \in \mathcal{M}$ and random $\in \mathcal{R}$ to generate the commitment-opening pair, (com, d) $\in \mathcal{C} \times \mathcal{O}$.
- In the opening phase, the deterministic algorithm Verify(pp,com, $\mathrm{d}, m$ ) outputs a bit. It outputs $b=1$ if d is indeed an opening for com respect to the message $m$. Otherwise it reject and outputs 0 .

Security Requirements. A commitment scheme requires three security properties: Correctness, hiding and binding properties defined as follows:

- Correctness: A commitment scheme is correct if for all (com, d$) \leftarrow \operatorname{Commit}(\mathrm{pp}, m$; random) in which $\mathrm{pp} \leftarrow \operatorname{Set} \operatorname{Up}\left(1^{\ell}\right), m \in \mathcal{M}$ and random $\in \mathcal{R}$, then verify algorithm outputs 1, namely Verify (pp, com, d, $m$ ) = 1
- Hiding: A commitment scheme has a hiding property if the advantage in experiment 2.2 for any PPT adversary $\mathcal{A}$ would be negligible in terms of the security parameter.
- Binding: A commitment scheme is binding if $\operatorname{Succ}_{\mathcal{A}}\left(1^{\ell}\right)=\operatorname{neg}(\ell)$, for any PPT adversary $\mathcal{A}$.

Additional Note. It is worth mentioning that both properties can be characterized as perfect, statistical, or computational properties that define different flavours for commitment schemes; Perfect, statistical and computational [218].

- Perfectly hiding means that commitments to any two different messages $m_{0}$ and $m_{1}$ are identical. In contrast, computationally (statistically) hiding means that commitments of any two distinct messages are computationally (statistically) indistinguishable.
- Perfectly binding means no unbounded adversary can open a given commitment in two different ways, while computationally binding guarantees that no polynomialtime adversary can open a commitment in two different ways.

It is worth noticing that a commitment scheme can have perfect hiding and computational binding or the opposite. It is, however, impossible to have perfect hiding and perfect binding at the same time.

It is proved that a (computationally hiding, statistically binding and via versa) commitment scheme does exist if One-Way function [151, 203, 209, 148, 49]. A weaker construction comes from pseudorandom permutation [203, 63, 86, 88]. A stronger result shows that "If there exist non-uniformly One-Way functions, then there exists a bitcommitment scheme for which the secrecy condition also holds with respect to polynomialsize circuits [119]."

Variants. There are some types of commitment schemes used widely in practice:

- Equivocating Commitment Scheme, which allows for a trapdoor that enables the opening of commitments to arbitrary messages [30].
- Homomorphic Commitment Scheme, which takes the groups ( $\mathcal{M},+$ ), $(\mathcal{C}, \oplus)$ as the message space and commitment space and has an extra PPT algorithm Evaluation with the following property [140]:

$$
\begin{aligned}
\text { For } \beta=0,1 ; m_{0}, m_{1} \in \mathcal{M} ;\left(\mathrm{c}_{\beta}, \mathrm{d}_{\beta}\right) & \leftarrow \operatorname{Comm}\left(m_{\beta} ; \text { random }{ }_{\beta}\right), \\
\mathrm{c}^{*} \leftarrow & \leftarrow \text { Evaluation }\left(\mathrm{pp}, \mathrm{c}_{0}, \mathrm{c}_{1}\right): \\
& \operatorname{Verify}\left(\mathrm{pp}, \mathrm{c}^{*}, m_{0}+m_{1}\right)=1
\end{aligned}
$$

This is widely used in SAT problem.

- Polynomial Commitment: Using a polynomial commitment scheme (see also [170]), Alice may publish a commitment to a polynomial poly $(x)$ with coefficients in $\mathbb{Z}_{p}$. If later Bob wants to know poly $(m)$ for some value $m$, that is the evaluation of the polynomial at some point; he sends $m$ to Alice, who replies with the claimed evaluation $y$ and a proof that $y=\operatorname{poly}(m)$. The proof guarantees that the claimed evaluation is consistent with the committed polynomial. We require the scheme to be perfectly binding.
- Concurrent non-Malleable Commitment: This is a scheme with the non-malleable property. Namely any PPT adversary $\mathcal{A}$ who has received some commitments, $\operatorname{com}_{1}=\operatorname{Commit}\left(m_{1}\right), \ldots, \operatorname{com}_{n}=\operatorname{Commit}\left(m_{n}\right)$, still is unable to generate a new valid commitment $c^{*}$ for some message $m^{\prime}$ related to the $m_{1}, \ldots m_{n}$ without knowing $m_{i}$ [218].

Pedersen Commitment Scheme. Our research uses, one of the most well-known commitment schemes, the Pedersen commitment scheme [219], with perfectly hiding and computationally binding property and additively homomorphic. In the Pedersen Scheme, the message space is a cyclic group $\mathbb{G}$ of a prime order $p$ and with two generators $(g, h)$.

Considering a cyclic group ( $\mathbb{G}$, .) of prime order $p$ and two generators ( $g$, $h$ ), the Pedersen scheme associates the message space, random space, and commitment space with $G, \mathbb{Z}_{p}$ and $\mathbb{Z}_{p}$, respectively.

- Setup $\left(1^{\ell}\right)$ generates the public parameters; $\mathrm{pp}=(p, \mathbb{G},(g, h))$ such that $|p|=\ell$.
- $(\mathrm{c}, \mathrm{d}) \leftarrow \operatorname{Comm}$ (pp, $m$; random) such that $\mathrm{c}=g^{m} \cdot h^{\text {random }}$ and $\mathrm{d}=$ random
- Verify (pp, c, d, $m$ ) accepts the opening if and only if $\left(g^{m} \cdot h^{d}=c\right)$


### 2.7.2 Public Key Encryption Schemes

In the conventional method of secure communication, also known as a symmetric key encryption scheme, Alice and Bob use the same secret key for both encryption and decryption algorithms. As a result, they need to share this secret key in advance and keep it secret for as long as they wish to communicate secretly. Diffie and Hellman, in their seminal paper [94], introduced the notion of a public-key encryption scheme, in which, in contrast to symmetric encryption schemes, two distinct keys are used for encryption and the decryption algorithm.

Figure 2.2: $\operatorname{Exp}_{\mathcal{A}}^{\text {hiding }}\left(1^{\ell}\right)$ : Commitment Experiment


In a public-key encryption scheme, the public key operates as an encryption key; anyone who knows that public key can encrypt a message. The private key operates as a decryption key; only the owner of the private key can recover the original message. Surprisingly, the encryption key (public key) is useless to an adversary attempting to decipher ciphertexts encrypted with that key. As a result, anyone can publish or broadcast the public key without fear of an eavesdropper for secure communication, which implies that a public-key encryption system allows for private communication without a private channel for key distribution [172].

Definition 13. A public-key encryption scheme (PKE for short) is a tuple of three probabilistic polynomial-time algorithms $\Pi^{\mathrm{pke}}$ (Kgen, Enc, Dec) applied to three sets, the keyspace $\mathcal{K}$, the message space $\mathcal{M}$, and the ciphertext space $\mathcal{C}$, such that:

- Kgen $\left(1^{\ell}\right) \rightarrow(\mathrm{PK}, \mathrm{SK})$ : The key generation algorithm takes the security parameter, $\ell$, as an input and returns a pair of keys (PK,SK) from the keyspace $\mathcal{K}$. We refer to the first component, PK , as a public key, which defines a message space, $\mathcal{M}$, and the second SK as private (or secret key). It requires that both keys have a length polynomial in terms of the security parameter.
- $\mathrm{Enc}(\mathrm{PK}, m) \rightarrow \mathrm{ct}:$ The encryption algorithm, is a probabilistic polynomial-time algorithm that takes as input a message $m \in \mathcal{M}$ and the public key and returns a ciphertext $\mathrm{ct} \in \mathcal{C}$.
- $\operatorname{Dec}(\mathrm{SK}, \mathrm{ct}) \rightarrow \mathcal{M} \cup\{\perp\}:$ The decryption algorithm is a deterministic algorithm that takes the ciphertext ct and the secret key SK as inputs and returns the message $m^{\prime}$ from the message space or $\perp$ as denoting failure.

Security Requirements. A public-key encryption scheme requires to have the following properties:

- Correctness: The output of the decryption algorithm is the original message except with negligible probability over the randomness of key-generation and encryption algorithms:
- Security: When it comes to security in the context of a public-key encryption scheme, we need to discuss the "security guarantee" and "the adversarial model," namely, the adversary's power. Then we can have a precise definition for different flavour of the security notions such as adaptive versus non-adaptive, chosenplaintext vs chosen-ciphertext attacks.

The basic notion of security for a PKE is semantic security which says, no PPT adversary, given two messages $m_{0}$ and $m_{1}$, and a ciphertext ct, can guess ct is encryption of $m_{0}$ or $m_{1}$ better than a random guess.

Semantic security is the most basic security concept in a public-key system, which states that an adversary who chooses messages $m_{0}$ and $m_{1}$, and receives the ciphertext ct cannot distinguish whether ct is the encryption of $m_{0}$ or $m_{1}$. Therefore, considering the adversarial power, we have the following security notions [31]:

- IND-CPA Security against an adaptive adversary: Adaptive adversary chooses messages $m_{0}$ and $m_{1}$ after receiving the public-key of the scheme. A public-key encryption scheme is indistinguishable against chosen plaintext attacks (IND-CPA for short) if the advantage of any PPT adversary in $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{cpa}-\mathrm{A}}\left(1^{\ell}\right)$ in Figure 2.3 would be negligible in terms of the security parameter.
- IND-CPA Security against a non-adaptive adversary guarantees a weaker notion of security since a non-adaptive adversary should choose messages $m_{0}$ and $m_{1}$ before receiving the public-key of the scheme. A public-key encryption scheme is indistinguishable against chosen plaintext attacks (IND-CPA for short) if the advantage of any PPT adversary in $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{cpa}-\mathrm{nA}}\left(1^{\ell}\right)$ would be negligible in terms of the security parameter, Figure 2.3.
Note that the only difference between $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{cpa}-\mathrm{A}}\left(1^{\ell}\right)$ and $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{cpa}-\mathrm{nA}}\left(1^{\ell}\right)$ is the sequence in which steps 1 and 2 are carried out.
- IND-CCA Security against an adaptive adversary ensures a high level of security in which the adversary has access to a decryption oracle. It means that the adversary can query some string ct to the decryption oracle and receive some message $m$ such that $\operatorname{Dec}(c t)=m$ or $\perp$. An adaptive adversary can query after determining the message $m_{0}$ and $m_{1}$, whereas non-adaptive adversaries can only access to the decryption oracle before selecting the messages. A public-key encryption scheme is indistinguishable against chosen plaintext attacks (IND-CPA for short) if the advantage of any PPT adversary in an experiment in Figure 2.4 would be negligible in terms of the security parameter.
- IND-CCA Security against a non-adaptive adversary. A public-key encryption scheme is indistinguishable against chosen plaintext attacks (IND-CPA for short) if the advantage of any PPT adversary in $\operatorname{Exp}_{\mathcal{A}}^{\text {cca-nA }}\left(1^{\ell}\right)$ would be negligible in terms of the security parameter, Figure 2.4.
- Non-Malleable Encryption Scheme. A public-key encryption scheme is non-malleable if the advantage of any PPT adversary in $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{nm}-\mathrm{cpa}}\left(1^{\ell}\right)$ would be negligible in terms

IND-CPA-Adaptive adversary

| Challenger | Adversary |
| :---: | :---: |
| $\underset{\mathrm{pk}}{(\mathrm{pk}, \mathrm{sk})} \underset{\operatorname{Kgen}\left(1^{\ell}\right)}{ }$ |  |
|  | $\underset{\left(m_{0}, m_{1}\right)}{\left(m_{0}, m_{1}\right) \leftarrow \mathcal{A}\left(1^{\ell}, \mathrm{pk}\right)}$ |
| $\begin{gathered} \beta \stackrel{\$}{-}\{0,1\} \\ \mathrm{ct} \leftarrow \underset{\mathrm{Enc}\left(\mathrm{pk}, m_{\beta}\right)}{\mathrm{ct}} \end{gathered}$ |  |
|  |  |
|  | $\beta^{*}$ |

IND-CPA-non Adaptive adversary


Figure 2.3: Experiments for CPA security

IND-CCA-Adaptive adversary


IND-CCA-non Adaptive adversary


Figure 2.4: Experiments for CCA security
of the security parameter, Figure 2.5.

$$
\begin{align*}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{nm}-\mathrm{cpa}}(\ell)= & \operatorname{Pr}\left[\begin{array}{r}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Kgen}\left(1^{\ell}\right) \\
\left.\mathcal{A}\left(\left(\operatorname{Enc}\left(m_{0}\right), \pi_{\mathrm{enc}}\right)\right) \mapsto 0 \mid m_{0}, m_{1}\right) \leftarrow \mathcal{A}\left(1^{\ell}, \mathrm{pk}\right) \\
\mathcal{A}(\mathrm{pk}) \rightleftharpoons \mathcal{D e c}(.)
\end{array}\right] \\
\left.-\operatorname{Pr}\left[\begin{array}{r}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Kgen}\left(1^{\ell}\right) \\
\mathcal{A}\left(\left(\operatorname{Enc}\left(m_{1}\right), \pi_{\mathrm{enc}}\right)\right) \mapsto 0 \mid\left(m_{0}, m_{1}\right) \leftarrow \mathcal{A}\left(1^{\ell}, \mathrm{pk}\right) \\
\mathcal{A}(\mathrm{pk}) \rightleftharpoons \mathcal{D e c}(.)
\end{array}\right] \right\rvert\, & \\
& \tag{2.2}
\end{align*}
$$



Figure 2.5: Experiments for Non-Malleable CPA security

Through our research we use some public-key encryption schemes. Here we recall these schemes and their security properties.

### 2.7.2.1 ElGamal Encryption Scheme

In 1985, ElGamal [112] introduced a practical and powerful (partially) homomorphic encryption scheme which has a IND-CPA security based on the hardness of decisional Diffie-Hellman assumption 5. The original version of ElGamal is defined on the multiplicative group $\mathbb{Z}_{p}^{*}$ for some prime number $p$. Still, other variants of the scheme have been proposed, instantiated on different groups in which the discrete logarithm assumption holds, such as ElGamal in elliptic curve group [174] and CRT-ElGamal in a subgroup of $\mathbb{Z}_{n}^{*}$ where $n$ is an RSA-number [156], ElGamal adaptations in Class Groups [67, 66, 64]. ElGamal in a hashed version [65]. We refer to [72] for more information about the ElGamal Encryption scheme. Here we recall the original version of the ElGamal encryption scheme [112].
ElGamal encryption scheme. Consider the group generator algorithm that on input the security parameter, output a tuple $\mathcal{G}$ of a prime number $p$ with $|p|=\ell$, a cyclic group $\mathbb{G}$ with generator $g$ :

$$
\mathcal{G}=(p, \mathbb{G}, g) \leftarrow \operatorname{GroupGen}\left(1^{\ell}\right) .
$$

Then the ElGamal PKE scheme is composed of the following algorithms for the message space $\mathcal{M}=\mathbb{G}$ :

## - Key Generation:

1. Run $\operatorname{GroupGen}\left(1^{\ell}\right)$ to generate $\mathcal{G}=(p, \mathbb{G}, g)$.
2. Select a random integer $x$ from $\mathbb{Z}_{p}^{*}$.
3. Set $h=g^{x}$.
4. Set $\mathrm{pk}_{\mathrm{EG}}=(\mathbb{G}, p, g, h)$ and $\mathrm{sk}_{\mathrm{EG}}=x$.
5. Return $\mathrm{Key}_{\mathrm{EG}}=\left(\mathrm{pk}_{\mathrm{EG}}, \mathrm{sk}_{\mathrm{EG}}\right)$.

- Encryption: For message $m \in \mathbb{G}$ :

1. Select a random number random $\in \mathbb{Z}_{p}^{*}$.
2. Set the ciphertext $c t=\left(g^{\text {random }}, h^{\text {random }} \cdot m\right)$.
3. Return ct.

- Decryption: For ciphertext $c t=(\alpha, \beta) \in \mathbb{G} \times \mathbb{G}$ :

1. Compute $m^{\prime}=\frac{\beta}{\alpha^{x}}$.
2. Return $m^{\prime}$.

The security of the system is the result of the following theorem.
Theorem 2.7.1. The semantic security of the ElGamal encryption is equivalent to the decision Diffie-Hellman problem. [247]

Homomorphic Property. Consider two ciphertexts $\mathrm{ct}_{1}=\operatorname{Enc}\left(m_{1}\right)$ and $\mathrm{ct}_{2}=\operatorname{Enc}\left(m_{2}\right)$ for some (unknown) randomness $r_{1}, r_{2}$ :

$$
\left\{\begin{aligned}
\left\{\begin{array}{l}
\operatorname{ct}_{1}=\left(\alpha_{1}, \beta_{1}\right)=\left(g^{r_{1}}, h^{r_{1}} g^{m_{1}}\right), \\
\operatorname{ct}_{2}=\left(\alpha_{2}, \beta_{2}\right)=\left(g^{r_{2}}, h^{r_{2}}\right.
\end{array} g^{m_{2}}\right), & u_{1} \times u_{2}=g^{r_{1}} \times g^{r_{2}}, \beta_{1} \times \beta_{2}=h^{r_{1}} \cdot m_{1} \times h^{r_{2}} \cdot m_{2}, \\
& \alpha_{1} \times \alpha_{2}=g^{r_{1}+r_{2}}, \beta_{1} \times \beta_{2}=h^{r_{1}+r_{2}} \cdot\left(m_{1} \cdot m_{2}\right) \\
& \mathrm{ct}_{1} \times \operatorname{ct}_{2}=\operatorname{Enc}\left(m_{1}+m_{2}\right)
\end{aligned}\right.
$$

re-Encryption Property. Additionally, ElGamal scheme, allows reEncrypting a ciphertext without knowledge of the message and the randomness:

$$
\begin{aligned}
\mathrm{ct} & =\operatorname{Enc}(m ; \text { random }) \\
\Rightarrow \mathrm{ct}^{*}=\left(\alpha \times g^{\mathrm{r}}, \beta \times h^{\mathrm{r}}\right) & =\left(g^{\text {random }+\mathrm{r}}, h^{\text {random }+\mathrm{r}} \cdot m\right)=\operatorname{Enc}(m ; \text { random }+\mathrm{r})
\end{aligned}
$$

### 2.7.2.2 Paillier Encryption Scheme

Paillier public-key cryptosystem is a partially homomorphic encryption scheme, and it has IND-CPA security based on the hardness of the decisional composite residuosity assumption 3. The message space in Paillier encryption is associated with $\mathbb{Z}_{n}^{*}$ where $n$ is an RSA-number, $n=p \cdot q ;(p, q, e) \leftarrow \mathcal{G}^{\mathrm{RSA}}\left(1^{\ell}\right)$ and the cipher text space $\mathcal{C}$ is $\mathbb{Z}_{n^{2}}^{*}$. Consider two functions $\lambda(n)=\operatorname{lcm}(p-1, q-1)$ and $\left\lfloor(x)=\frac{x-1}{n}\right.$, Paillier encryption scheme is described as follows:

## - Key Generation:

1. $\operatorname{Run} \mathcal{G}^{\mathrm{RSA}}\left(1^{\ell}\right)$ to generate two prime numbers $p$ and $q$.
2. Set $n=p \cdot q$.
3. Select a random integer (generator) from $\mathbb{Z}_{n^{2}}^{*}$.
4. Set $\mu=\left(\mathrm{£}\left(g^{\lambda(n)}\left[\bmod n^{2}\right]\right)\right)^{-1}[\bmod n]$.
5. Set pk paillier $=(n, g)$ and $\mathrm{sk}_{\text {paillier }}=(\lambda(n), \mu)$.
6. Return Key $_{\text {paillier }}=\left(p k_{\text {paillier }}, s k_{\text {paillier }}\right)$.

- Encryption: For message $m \in \mathbb{Z}_{n}$ :

1. Select a random number random $\in \mathbb{Z}_{n}^{*}$.
2. Set the ciphertext $\mathrm{ct}=g^{m} \cdot$ random $^{n}\left[\bmod n^{2}\right]$.
3. Return ct.

- Decryption: For ciphertext ct $\in \mathbb{Z}_{n^{2}}^{*}$ :


2. Return $m^{\prime}$

The security of the system is the result of the following two theorems [216]:
Theorem 2.7.2. Paillier encryption scheme is one-way if and only if the Computational Composite Residuosity assumption holds.

Theorem 2.7.3. Paillier is semantically secure, (IND-CPA) if and only if the Decisional Composite Residuosity assumption holds.

Homomorphic property. Consider two ciphertexts $\mathrm{ct}_{1}=\operatorname{Enc}\left(m_{1}\right)$ and $\mathrm{ct}_{2}=\operatorname{Enc}\left(m_{2}\right)$ with two (unknown) random numbers $r_{1}, r_{2}$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathrm{ct}_{1}=g^{m_{1}} r_{1}^{n}\left[\bmod n^{2}\right], \\
\operatorname{ct}_{1}=g^{m_{1}} r_{1}^{n}\left[\bmod n^{2}\right],
\end{array} \Rightarrow \mathrm{ct}_{1} \times \mathrm{ct}_{2}=g^{m_{1}} \mathrm{r}_{1}^{n} \times g^{m_{1}} \mathrm{r}_{1}^{n}\left[\bmod n^{2}\right]=g^{m_{1}+m_{2}}\left(\mathrm{r}_{1} \mathrm{r}_{2}\right)^{n} \bmod n^{2}\right. \\
& \mathrm{ct}_{1} \times \mathrm{ct}_{2}=g^{\left(m_{1}+m_{2}\right)}(\text { random })^{n}=\operatorname{Enc}\left(m_{1}+m_{2}\right) \tag{2.3}
\end{align*}
$$

re-Encryption property. Additionally, the Paillier scheme, allows re-Encrypting a ciphertext without knowledge of the message and its randomness:

$$
\begin{align*}
& \mathrm{ct}=\operatorname{Enc}(m ; \text { random })=g^{m} \operatorname{random}{ }^{n}\left[\bmod n^{2}\right] \\
& \Rightarrow \mathrm{ct}^{*}=\mathrm{ct} \times \mathrm{r}^{n}=g^{m}(\mathrm{random} \times \mathrm{r})^{n}\left[\bmod n^{2}\right]=\operatorname{Enc}(m ; \text { random }+\mathrm{r}) \tag{2.4}
\end{align*}
$$

Multi-Party Computation comparison. One of the interesting properties of Paillier encryption scheme that we use in our research is that it allows an efficient multi-party computation protocol to compare and hence sort ciphertexts by plaintext values without decryption [192]. Furthermore, this algorithm is linear in the bit lengths, i.e., logarithmic in the security parameter, and can be made public verifiable [184].

### 2.7.2.3 BBS Linear Encryption Scheme

Boneh et al. presented a linear encryption (LE) scheme based on the Decision Linear assumption in [51]. The BBS scheme has the following algorithms:

## - Key Generation:

1. Run $\operatorname{GroupGen}\left(1^{\ell}\right)$ to generate $\mathcal{G}=(p, \mathbb{G}, g)$.
2. Choose generators $u, v, h \in \mathbb{G}$ and integers $x, y \in \mathbb{Z}_{p}$ such that $u^{x}=v^{y}=h$.
3. Set $\mathrm{pk}_{\mathrm{BBS}}=(\mathbb{G}, u, v, h)$ and $\mathrm{sk}_{\mathrm{BBS}}=(x, y)$.
4. Return Key $_{B B S}=\left(\mathrm{pk}_{\mathrm{BBS}}, \mathrm{sk}_{\mathrm{BBS}}\right)$.

- Encryption: For message $m \in \mathbb{G}$ :

1. Select random numbers $r_{1}, r_{2} \in \mathbb{Z}_{p}$.
2. Set the ciphertext $\mathrm{CT}=\left(u^{r_{1}}, v^{\mathrm{r}_{2}}, m \cdot h^{r_{1}+\mathrm{r}_{2}}\right)$.
3. Return CT.

- Decryption: For ciphertext $\mathrm{CT}=(\alpha, \beta, \gamma) \in \mathbb{G}^{3}$ :

1. Compute $m^{\prime}=\frac{\gamma}{a^{x} \cdot \beta^{y}}$.
2. Return $m^{\prime}$

The BBS is semantically secure against a chosen-plaintext attack, assuming Decision Linear assumption (see 6) holds in group $\mathbb{G}$ [51].

The security of the system is the result of the following theorem [216]:
Theorem 2.7.4. The semantic security of the linear encryption BBS is the result of the decision Linear problem.

### 2.7.3 Hash Functions

As mentioned in 2.4, random oracles do not exist in the real world; hence a realistic and practical instantiation of the Random Oracle Model is required. In modern cryptography, the random oracle is instantiated with a particular cryptographic primitive known as a hash function which maps an arbitrary finite-length string to a fixed-length string. In practice, hash functions are commonly employed for protocol verification, such as message integrity verification. Another application is, converting an interactive protocol into a non-interactive variant, such as the Schnorr proof system [233] (a noninteractive version of the Sigma protocol). Merkle-Damgard is the most well-known high-level structure for hash functions used in constructing SHA family hash functions [82, 157].

There are two types of hash functions: the first one that depends only on the bitstring and the public parameters, known as unkeyed hash functions, and the second type, keyed hash function that requires additional input, a key, to generate the hash value [200].
Unkeyed Hash Function. From a structural perspective, the subclass of unkeyed hash functions, also known as modification detection codes (MDCs), can be classified according to the nature of the operations that comprise their internal compression functions. As a result, we can classify iterated hash functions into three major categories: block cipher-based hash functions, customized hash functions, and hash functions based on modular arithmetic.
Keyed Hash Function. One of the well-known methods for the keyed hash function is the Message Authentication Code (MAC) which is explicitly designed for message authentication. However, prior to 1995, relatively few MAC algorithms were proposed compared to the enormous number of MDC algorithms, possibly because the original ideas, which were extensively implemented in practice, were appropriate.
Definition 14 (Collision-Resistant Hash Function [200]). A collision-resistance hash function family is a tuple of PPT algorithms $\Pi^{\text {hash }}=\langle$ Setup, hash $\rangle$ domain space $\mathcal{D}=$ $\{0,1\}^{*}$.

- Set up is a PPT algorithm that takes as input the security parameter and generates public parameter and the private hash key, ( $\left.\mathrm{pp}, \mathrm{key}_{\text {hash }}\right) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)$. The public parameter also defines the domain space, $\mathcal{D}$ as a subset of $\{0,1\}^{\ell}$.
- The hash is a deterministic PT algorithm that on inputs public parameter, hash key and some string $s \in\{0,1\}^{*}$, outputs the hash value $\mathrm{h} \in \mathcal{D}_{\text {hash }}$.

Security Requirements. Following from [200] a cryptographic hash function requires to have the following properties:

- Preimage resistance states that it is computationally infeasible to find any input that hashes to a any pre-specified output. Formally the following success probability is negligible for any PPT adversary $\mathcal{A}$.

$$
\begin{aligned}
\operatorname{Succ}_{\text {hash }, \mathcal{A}}^{\text {pre-image }}(\ell) & =\operatorname{Pr}\left[\text { hash }(x)=\mathrm{h} \left\lvert\, \begin{array}{l}
(\mathrm{pp}, \text { key }) \leftarrow \operatorname{Setup}^{\text {hash }}\left(1^{\ell}\right), \\
x \leftarrow \mathcal{A}\left(1^{\ell},\right. \text { pp, key } \\
\text { hash }, \mathrm{h})
\end{array}\right.\right] \\
& <\operatorname{negl}(\ell)
\end{aligned}
$$

- Second preimage resistance states that it is computationally infeasible to find any second input which the same output as any specified input, $\operatorname{hash}(x)=\operatorname{hash}(y)$. Formally the following success probability is negligible for any PPT adversary $\mathcal{A}$ :

$$
\begin{aligned}
\operatorname{Succ}_{\text {hash }, \mathcal{A}}^{2-\operatorname{pre-image}}(\ell) & =\operatorname{Pr}\left[\begin{array}{cc}
\operatorname{hash}(x)=\operatorname{hash}(y), \\
x \neq y & (x, y) \leftarrow \mathcal{A}\left(1^{\ell},\right. \text { pp, key } \\
\text { hash })
\end{array}\right] \\
& <\operatorname{neg}(\ell)
\end{aligned}
$$

- Collision resistance states that even with a free choice of inputs, finding two distinct inputs $x$ and $y$ with the same hash-value is computationally infeasible. Formally the following success probability is negligible for any PPT adversary $\mathcal{A}$.

$$
\begin{aligned}
\operatorname{Succ}_{\text {hash }, \mathcal{A}}^{\text {collision }}(\ell) & =\operatorname{Pr}\left[\begin{array}{cc}
\operatorname{hash}(x)=\operatorname{hash}(y), \\
x \neq y
\end{array}\right. \\
& <\operatorname{negl}(\ell)
\end{aligned}
$$

Additional Note. We note that Collision resistance implies second-preimage resistance of hash functions, but it does not guarantee preimage resistance.

### 2.7.4 Signature Schemes

Definition 15. A signature scheme with message space $\mathcal{M}$ is a tuple of PPT algorithms $\Pi^{\text {signature }}=\langle$ Setup, Sign, Verify $\rangle$ where:

- Set up is a probabilistic polynomial algorithm that takes as input the security parameter and generates public parameter $(\mathrm{pp}) \leftarrow \Pi^{\text {sign }}$.Setup $\left(1^{\ell}\right)$. The public parameter also defines the message space $\mathcal{M}$ and rang space $\mathcal{D}$. We exclude the pp from the algorithm's inputs while it is implicitly included to avoid heavy notation.
- Key generation is a probabilistic algorithm that on input security parameter and the public parameters, outputs a pair of matching keys; The private key is used for signing and the public verification key. $\left(\mathrm{sk}_{\mathrm{sign}}, \mathrm{pk}_{\mathrm{verify}}\right) \leftarrow \operatorname{Kgen}\left(1^{\ell}\right)$.
- Signature is also a probabilistic polynomial algorithm that takes as input a message $m \in \mathcal{M}$ and the private signing keysk sign and generates a signature $\sigma$
- Verify is a deterministic algorithm that takes the verification key, some message $m \in \mathcal{M}$ and its associated signature $\sigma_{m}$ and output 1 or 0 .

Security Requirements. The basic notion of security for a signature scheme is unforgeability, which states that no PPT adversary can generate a valid signature for message $m$ without having the private signing key, $\mathrm{sk}_{\text {sign }}$. However, when we take into account the adversary power, more profound notions of unforgeability emerge [50]:

- Unforgeable under chosen message attacks against an adaptive adversary versus non-adaptive: In unforgeable security notion, the adversary has access to a
 sage $m_{1}, \ldots, m_{q}$ to the signing oracle and receive the valid signatures; $\left\{\left(m_{i}, \sigma_{i}\right)\right\}_{i \in[q]}$. An adaptive adversary can query after receiving the verification key, $\mathrm{pk}_{\text {verify }}$ while a non-adaptive adversary is forced to output messages $m_{1}, \ldots m_{q}$ it wants to see signed, before obtaining the verification key. A signature scheme is existential unforgeable under chosen-message attacks adaptive (non-adaptive), UF - cma if the success probability of any PPT adversary $\mathcal{A}$ in experiment 2.6 is negligible.
- Strongly unforgeable versus unforgeable under chosen message attacks: The term strongly unforgeable refers to an adversary winning if it outputs a message with a valid signature such that the pair ( $m, \sigma_{m}$ ) did not appear in the query phase. In contrast, unforgeable indicates that the message $m$ should not appear during the query phase. A signature scheme is Strongly existential unforgeable under chosen-message attacks, sUFcma if the success probability of any PPT adversary $\mathcal{A}$ in experiment 2.6 is negligible.
- Existential unforgeability notions regarding $q$-bounded chosen-message-attack: In addition to the previous notions, this weaker security notion, for signatures scheme, is presented in [50], which is the same security notions above, except that the adversary is restricted to at most $q$ signature queries.

Figure 2.6: $\operatorname{Exp}_{\mathcal{A}}{ }^{\text {sign }}\left(1^{\ell}\right)$ : Signature Experiment

| Challenger | Adversary |
| :--- | :--- |
| $\mathrm{ps}^{\text {sign }}{\operatorname{Setup}\left(1^{\ell}\right)}$ |  |
| $\left(\mathrm{sk}_{\mathrm{sign}}, \mathrm{pk}_{\mathrm{verify}}\right) \leftarrow \operatorname{Kgen}\left(1^{\ell}\right)$ |  |
|  | $\mathcal{A}\left(m_{i}\right) \rightleftharpoons \operatorname{Sign(.)}$ |
|  | $\left(m^{*}, \sigma\right) \leftarrow \mathcal{A}\left(1^{\ell},\left\{\left(m_{i}, \sigma_{i}\right)\right\}\right)$ |

## Success Probability:

## Chapter 3

# A Brief Survey on Zero-Knowledge Proof Systems 

" The purpose of life is to<br>conjecture and prove"<br>Paul Erdos

If you have heard the story of Alibaba and the forty Baghdad thieves, you may be aware that there was a cave and a treasure. And the cave's door was sealed with a large stone, and the only way to enter was to know the secret phrase "Open Sesame!"

And Alibaba was aware of the word. That is why the thief master ordered him to reveal the word! A tricky situation! Indeed, it did not seem wise for Alibaba to reveal the word because it is most likely the thieves would kill him after that. But on the other hand, if he did not reveal the word, they might have believed he did not know it in the first place, and he would be killed again.

So what could he do not to die!?
We have heard more tales of Alibaba after his adventures with the forty thieves of Baghdad, so we are guessing he went with the third solution. He had convinced them that he was aware of the "Open Sesame!" without telling the "Open Sesame!" However, how did he accomplish this?

We believe he was clever enough to use a "Zero-Knowledge proof System". A beautiful concept that conceals a contradiction at its core that interwoven the notions of clarity and mystery!
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A Zero-Knowledge proof system is one of the fascinating tools in cryptography. However, there is a contradiction hidden within the concept of Zero-Knowledge; while proof should be convincing, it must yield no knowledge beyond the validity of the statement being proven. In other words, obtaining Zero-Knowledge proof that a statement is true is equivalent to being told by a trusted party that the statement is true.

Zero-Knowledge proof is introduced in the seminal work of Goldwasser, Micali, and Rackoff [128], and became one of the essential underlying primitives in cryptography. According to Goldreich, Micali, and Wigderson [125], the Zero-Knowledge proof is an innovative technique to force involved parties in a protocol to adhere to it while assuring that no secret information is leaked.

Zero-Knowledge is one of the essential ingredients we employ towards having verifiable, secure computations. This section, will gather basic terminology and background knowledge we use in our research.

### 3.1 Zero-Knowledge proof Systems

Recall the definition of an Interactive proof system in which two parties, the prover in charge of the algorithm Prove and the verifier in charge of the algorithm, Verify, interact with each other on some common input $(x, \mathscr{L})$. Prover within an $n$-round interaction, tries to convince the verifier that $x \in \mathscr{L}$. We motivate a Zero-Knowledge system as an interactive proof system by which the verifier gains "no knowledge" beyond the statement's validity. Before going to the formal definition, it is necessary to clarify the meaning of "gaining no knowledge".
Information versus Knowledge. To begin, we want to emphasize that while knowledge (as stated below) and information (from an information theory perspective) are often used interchangeably, we distinguish between the two. Then to better understanding the concept, we will look into interactive Zero-Knowledge proof systems for language $L_{1}$ and $L_{2}$ (See 2.3.1).

Consider the first scenario for language, $\mathscr{L}_{1}$. When Bob asks Alice if graph $G$ is Eulerian or not, whatever Alice tells Bob about the Eulerian path, Bob could have easily obtained it by running some linear time algorithm. Therefore, here we say Bob does not gain any knowledge in this interaction. On the other hand, in the interactive game for language $\mathscr{L}_{2}$, Hamiltonian graph, if Alice proves to Bob that $G$ has a Hamiltonian cycle, that would be the knowledge that Bob gains in the game. That is because Bob does not have an efficient algorithm to recognize the "Hamiltonian Graph" by himself. In fact, Bob gains knowledge only if he receives some outcome from the interaction with Alice that is infeasible for him to compute. To summarise according to [119], knowledge is tied to computational difficulty; something is knowledge if it can be computed by an efficient algorithm given limitless processing resources, whereas information is not.

Based on the above discussion, informally, we can define Zero-Knowledge property as follow: We say an interactive proof system has a Zero-Knowledge property if what can be computed by an arbitrary feasible adversary (e.g., a verifier) from the interactive game on input $x$ can be computed by an arbitrary feasible algorithm that is only given the input $x$.

Definition 16. [Interactive Zero-Knowledge Proof System]An n-round interactive ZeroKnowledge proof system, for the language $\mathscr{L}$ is a protocol between prover (Prove) and a PPT verifier (Verify) with the following properties:

- Completeness: For very $x \in \mathscr{L}$, the verifier always outputs 1 (accept the proof) after interacting with the prover:

$$
\forall x \in \mathscr{L}: \operatorname{Pr}[[\operatorname{Verify} \rightleftharpoons \operatorname{Prove}(x)] \rightarrow 1]=1
$$

- Soundness: For any $x \notin \mathscr{L}$, and any potential cheater prover, the verifier output 0 (reject the proof) with overwhelming probability:

$$
\forall x \notin \mathscr{L}: \operatorname{Pr}\left[\left[\operatorname{Verify} \operatorname{Prove}^{*}(x)\right] \rightarrow 1\right]=\operatorname{neg} \mid(|x|)
$$

- Zero-Knowledge: For any $x \in \mathscr{L}$ there exist a PPT simulator algorithm, Sim, such that the following two distributions are identical:

$$
\left\{\mathcal{V} \text { iew }\left[\text { Verify }^{\text {Prove }}\right](x)\right\}_{x \in \mathscr{L}} \equiv\{\langle\operatorname{Sim}\rangle(x)\}_{x \in \mathscr{L}}
$$

Additional Note. According to the above definition, the zero-knowledge property requires the existence of an algorithm simulating the view of any verifier. Honest-verifier zero-knowledge proof system is a weaker concept that only requires the existence of a simulator for a single verifier, which is the honest verifier specified in the protocol specification.
Additional Note. To evaluate the robustness of the Zero-Knowledge proof system's definition, that is, to determine if it is too weak or too strong, we first note that every programming language has a trivial proof. On the other hand, triple theorems demonstrate why each property in the zk definition is required:

Theorem 3.1.1 ([119]). Suppose that $\mathscr{L}$ has a unidirectional Zero-Knowledge proof system, then $\mathscr{L} \in \boldsymbol{B P P}$.

Theorem 3.1.2 ([119]). Suppose that $\mathscr{L}$ has a Zero-Knowledge proof system in which the verifier program is deterministic, then $\mathscr{L} \in \boldsymbol{B P P}$.

Theorem 3.1.3 ([119]). Suppose that $\mathscr{L}$ has an auxiliary-input Zero-Knowledge proof system in which the prover program is deterministic, then $\mathscr{L} \in \boldsymbol{B P P}$.

Negative results. To analyze the upper bound for IP we first consider another type of IP the so-called Arthur-Miller game, which is a simplified version of a 3-round interactive proof system with the following steps:

1. The verifier sends a random string to the prover.
2. The prover responds with some string.
3. Based on a deterministic computation, the verifier on common inputs and two strings deterministically accept or reject the proof.

By AM we refer to the class of language $\mathscr{L}$ that can be recognized by an Arthur-miller game.It is proved that if an arbitrary language $\mathscr{L} \in$ coNP has an Arture-Miller proof system ( $\mathbf{c o N P} \subset \mathbf{A M}$ ), then it would be unlikely that the polynomial-time hierarchy would collapse. Hence with the help of the following theorem we can define an upper bound for the class ZKP.
Additional Note. It is believed that coNP in not contained in AM (NP is not contained in coAM). In fact if $\mathbf{~ c o N P ~} \subseteq$ AM then polynomial-time hierarchy would collapse which is unlikely. On the other hand we have the following theorem:

Theorem 3.1.4 ([119]). If there exists a statistical (almost-perfect) Zero-Knowledge proof system for a language $\mathscr{L}$, then $\mathscr{L} \in \boldsymbol{c o A M}$. In fact $\mathscr{L} \in \boldsymbol{c o A M} \cup \boldsymbol{A M}$

Therefore, we conclude that if some NP-complete language $\mathscr{L}^{*}$ has a statistical ZeroKnowledge proof system, then it implies every language in NP has the statistical ZeroKnowledge proof system:

$$
\begin{aligned}
\exists \mathscr{L}^{\text {complete }} \in \mathbf{S Z K} \xlongequal{\mathscr{L}<\mathscr{L}^{\text {complete }}} & (\forall \mathscr{L} \in \mathbf{N P}: \mathscr{L} \in \mathbf{S Z K}) \\
& \Longrightarrow \forall \mathscr{L} \in \mathbf{N P}: \mathscr{L} \in \mathbf{c o A M} \\
& \Longrightarrow \mathbf{N P} \subset \mathbf{c o A M}
\end{aligned}
$$

The above argument shows that there exists some language that they do not possess perfect Zero-Knowledge proof system.

### 3.2 Zero-Knowledge Proof System for NP-language

We now need to consider the following key question:
Do Zero-Knowledge proof systems exist? Additionally, assuming this is the case, for which languages may we have a zero proof system?
The brief answer is "yes" to the first question. Furthermore, it is clear from the definitions of the complexity classes $\mathbf{P}$ and BPP that we have a trivial Zero-Knowledge proof system for each language in these classes. Because for the languages in BPP class, any PPT verifier can recognize the language by itself. Thus, the interesting question is:

For which languages is a non-trivial zero proof system possible?
Intensive and fascinating research has been conducted to answer this question positively, assuming that a one-way function does exist.

On the other hand, it is shown in [215] that unless very weak one-way functions exist, Zero-Knowledge proofs can be given only for languages in BPP, which establish the necessity of the one-way function for non-trivial ZK.

To demonstrate that ZK exists for all NP-languages, the authors in [124] construct a ZK for some NP-complete language (such as, Graph coloring or Hamiltonian Graph languages) and then conclude that ZK exists for all NP-languages using the Karp reduction. Here is a brief summary of the proof:

Figure 3.1: The Zero-Knowledge proof system for Graph 3-Colouring [119]


Theorem 3.2.1. [119] The protocol demonstrated in Figure 3.1 is a Zero-Knowledge proof system, assuming the hiding and binding property of the commitment scheme.

Consider that, there is a reduction to 3-colouring language, by applying the Karp reduction, we have the following theorem:

Theorem 3.2.2. If one-way functions exist, then every $\mathbf{N P}$-language has azero-knowledge interactive proof system.

### 3.3 Zero-Knowledge Proof Systems; Variants

Modifying the requirement of a Zero-Knowledge proof system yields new variations of the system.

### 3.3.1 Simulator with Auxiliary Input

In the original definition, the simulator does not take any auxiliary input [128]. In contrast, in the revisited definition [126], they relaxed the definition for a Zero-Knowledge property by considering a simulator with auxiliary input, $\operatorname{Sim}(x$, AuxInput), that has an indistinguishable description from the actual protocol:
Zero-Knowledge property. For any $x \in \mathscr{L}$, there exists a PPT algorithm; Sim called a simulator, such that the following two distributions are identical:

$$
\{\text { View }[\text { Verify } \rightleftharpoons \text { Prove }](x)\}_{x \in \mathscr{L}} \equiv\{\langle\operatorname{Sim}\rangle(x, \text { AuxInput })\}_{x \in \mathscr{L}}
$$

This relaxation of the simulator is widely used, and a lot of the literature uses the revisited definition to introduce the Zero-Knowledge proof system. Practically all known Zero-Knowledge proofs are auxiliary-input Zero-Knowledge proofs. (Some examples of the original version can be found in [121] and some with a non-black-box simulator [25])

### 3.3.2 Perfect, Statistical, Computational ZK

Recall that three variants of indistinguishability; Perfect, statistical and computational indistinguishability(see 2.4.1). Each indistinguishable interpretation provides a different form of Zero-Knowledge that has been widely investigated in the literature. [123]

- Perfect Zero-Knowledge (PZK): It requires that the following distributions to be identical:

$$
\{\text { View }[\text { Verify } \rightleftharpoons \text { Prove }](x)\}_{x \in \mathscr{L}} \equiv\{\langle\operatorname{Sim}\rangle(x, \text { AuxInput })\}_{x \in \mathscr{L}}
$$

- Statistical Zero-Knowledge, almost-perfect (SZK): It requires the statistical distance of the following distributions to be negligible:

$$
\{\langle\text { Prove, Verify }\rangle(x)\}_{x \in \mathscr{L}} \stackrel{\text { static }}{=}\{\langle\text { Sim }\rangle(x, \text { AuxInput })\}_{x \in \mathscr{L}}
$$

- Computational Zero-Knowledge (CZK): It requires that the two probability ensemble to be indistinguishable by any PPT adversary:

$$
\mid \operatorname{Pr}\left[\mathcal{A}\left(\left\{\langle P, V\rangle\left(1^{\ell}\right)\right\}\right) \mapsto 1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\left\{\langle\operatorname{Sim}\rangle\left(1^{\ell}, x, \text { AuxInput }\right)\right\}\right) \mapsto 1\right] \mid<\operatorname{negl}(\ell)
$$

The class PZK, SZK and CZK are defined as all languages that have a perfect, statistical and computational, respectively, Zero-Knowledge proof system with a polynomial number of rounds (in its input length). Although CZK systems are the most liberal notion, they are very expressive and offer significant Zero-Knowledge guarantees. It is proven that assuming one-way functions exist, and every NP-language has a computational Zero-Knowledge proof system [124], followed by a stronger result proven in [158, 34], which state that:

$$
\mathbf{B P P} \subset \mathbf{P Z K} \subseteq \mathbf{S Z K} \subset \mathbf{C Z K}=\mathbf{I P}=\mathbf{P S P A C E}
$$

### 3.3.3 Expected Polynomial-Time Simulators

Following [26] in the context of Zero-Knowledge, efficiency has also been interpreted to imply polynomial on the average, i.e., the expected polynomial-time algorithm. Suppose we fix the algorithm's input and consider the algorithm's running time as a random variable (dependent on its coin tosses). In this case, we call the algorithm expected in polynomial time its random variable the expectation is polynomial.

As mentioned in [120, 188], it is shown that this approach is quite problematic since it is not model-independent and is not closed under algorithmic composition. However, suppose the simulator runs in an expected polynomial (expectation is taken over the coin tosses of the simulator) rather than strict polynomial time. In this case, we have a new variant that we call Expected Polynomial-Time Simulators Zero-Knowledge proof system. This yields the following formal definition:

Definition 17. If for a Zero-Knowledge proof system 〈Prove, Verify〉 the Zero-Knowledge property holds with respect to an expected polynomial-time simulator. Namely, for every $x \in L$ the random variables $\{\text { View }[\text { Verify } \rightleftharpoons \text { Prove }](x)\}_{x \in \mathscr{L}}$ and $\{\langle\operatorname{Sim}\rangle(x, \text { AuxInput })\}_{x \in \mathscr{L}}$ are identically distributed, we call proof system, Zero-Knowledge with expected polynomialtime simulators.

### 3.3.4 Knowledge Tightness

Knowledge tightness is a security measure specific to the Zero-Knowledge property, and intuitively, it measures the "real security" of the proof system. In other words, it quantifies how much harder the verifier must work while not interacting with the prover to compute anything that it can compute after interacting with the prover. Thus, knowledge tightness is the ratio between the simulator's running time and the verifier's running time in the real interaction simulated by the simulator.

Definition 18 (Knowledge Tightness [119]). Let $t: \mathbb{N} \leftarrow \mathbb{N}$ be a function. We say that a Zero-Knowledge proof for language $\mathscr{L}$ has knowledge tightness if there exists a polynomial poly() such that for every probabilistic polynomial-time verifier there exists a simulator Sim such that for all sufficiently long $x \in \mathscr{L}$ we have:

$$
\frac{t_{\text {sim }}(x)-\operatorname{poly}(|x|)}{t_{\text {Verify }}(x)} \leq t(|x|)
$$

where $t_{\mathrm{Sim}}(x)$ denotes the expected running time of the simulator on input $x$ and ${ }_{\vee} \mathrm{Verify}_{(x)}$ denotes the running time of the verifier on input $x$.

Notably, the Zero-Knowledge property does not guarantee polynomial knowledge tightness, even though all known Zero-Knowledge proofs and, more broadly, all ZeroKnowledge properties using a single simulator with black-box access to verifier have polynomial knowledge tightness [119].

### 3.3.5 Arguments; Computationally Sound ZK

In the interactive proof system, we relax the soundness property in the following way: rather than requiring that it is impossible to fool the verifier into accepting false statements, we require that it be infeasible. This property is referred to as computational soundness, and the proof system that possesses it is referred to as an argument proof system (or sound proof system). Compared to the proof system, the arguments proof system has several theoretical and practical advantages. Theoretically, it is demonstrated that Perfect Zero-Knowledge computationally sound proof systems can be constructed for all NP-languages under some reasonable assumption. Additionally, computationally sound proof systems are significantly more efficient than conventional proof systems in practice.

Definition 19. An interactive system 〈Prove, Verify〉 is called a computationally sound proof system or an argument for a language $\mathscr{L}$ if both prover and verifier are polynomialtime with auxiliary input with the following property:

1. Completeness: $\forall x \in \mathscr{L} \exists w \in\{0,1\}^{*}$ s.t. $\forall z \in\{0,1\}^{*}$ :

$$
\operatorname{Pr}[\langle\operatorname{Prove}(w), \operatorname{Verify}(z)\rangle(x)=1]=1
$$

2. Computational Soundness: For every polynomial-time interactive machine $B$ and all sufficiently long $x \notin \mathscr{L}$ and every $y$ and $z$ :

$$
\operatorname{Pr}[\langle\operatorname{Prove}(y), \operatorname{Verify}(z)\rangle(x)=1] \leq \frac{1}{3}
$$

3. Zero-Knowledge: Same as definition 16.

### 3.4 Proof of Knowledge

We distinguish two languages, $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ for the cyclic group $\mathbb{G}=\langle g\rangle$ in which the discrete logarithm problem is hard:

$$
\begin{align*}
& \mathscr{L}_{g}: \mathrm{R}_{g}=\left\{(x, w): x=(\mathbb{G}, g, h), h=g^{w}\right\} \\
& \mathscr{L}_{\mathrm{ddh}}: \mathrm{R}_{d d h}=\left\{(x, w): x=((g, h),(u, v)), u=g^{w}, v=h^{w}\right\} \tag{3.1}
\end{align*}
$$

We say $\mathscr{L}_{g}$ is a trivial language. However, for every element $h \in \mathbb{G}$, a $w \in \mathbb{Z}_{p}$ such that $h=g^{w}$ exists due to the cyclic nature of $\mathbb{G}$. Therefore, each random statement $h$ is considered a valid statement with $\mathrm{R}_{\mathrm{g}}$. In other words, the proof, $\pi$ does not establish the validity (which is self-evident); rather, it establishes the asserting the knowledge of some witness, not merely its existence. On the other hand, since NOT every tuple ( $u, v$ ) is a valid statement in language $\mathscr{L}_{\text {ddh }}$, a prover can construct proof even without knowing the precise witness. The idea of PoK distinguishes two scenarios: in the first, the prover
is aware of the validity but not necessarily of the witness, whereas in the second, the proof establishes that the prover is aware of the witness.

In a formal framework, we capture the concept of proof of knowledge by using an efficient algorithm that uses the proof system as a black-box and outputs a valid witness, which we define with the help of the concept message-specification functions. Furthermore, the next-message function captures the fact that the extractor has fine-grained oracle access to the prover algorithm.

Definition 20 (Message-Specification Function[119]). Denote by $P_{x, y, r}(\bar{m})$ the message sent by machine $P$ on common input $x$, auxiliary input $y$ and randomness $r$ after receiving the message $m$ it is called the message specification function of machine $P$.

An oracle machine having access to the function $P_{x, y, r}$ will present machine $P$ 's knowledge on ( $x, y, \mathrm{r}$ ). This oracle is referred to as an extractor, and its task is to finding $w$, a witness for $x$. The extractor's running-time must be inversely related to the corresponding acceptance probability.

Definition 21 (Zero-Knowledge proof of Knowledge). An (n-round) interactive ZeroKnowledge proof system, for the language $\mathscr{L}$ is a Zero-Knowledge Proof of Knowledge (PoK) if it has a knowledge extraction property (with knowledge error $\kappa$ ), detailed as follows:

Knowledge Extraction property: If there exists an efficient algorithm Extr and a polynomial poly such that for any statement $x$, the oracle algorithm Extract $\rightleftharpoons{ }^{\rightleftharpoons}$ Prove $_{x, w, r}$ runs in expected polynomial time and satisfies:

$$
\operatorname{Pr}\left[w^{*} \leftarrow \operatorname{Extract}(x) \rightleftharpoons \operatorname{Prove}_{x, w ; r} \mid R\left(x, w^{*}\right)=1\right] \geq \frac{1-\kappa}{\operatorname{poly}(|x|)}
$$

Additional Note. The original definition for proof of knowledge considers the extractor with polynomial-expected running time. We obtain the strong PoK property definition by replacing the extractor that strictly runs polynomial.

Applications. PoK has a wide variety of applications in real-world protocols; for example, we can use PoK to develop cryptographic primitives such as non-oblivious commitment schemes, non-malleable CPA, and CCA-secure cryptosystem. Additionally, it has a wide range of applications in mutual disclosure of same data and e-voting protocols.

We summarize the result for the PoK proof system in the following theorem:
Theorem 3.4.1 ([119]). Assuming the existence of (non-uniformly) One-Way functions, every NP-relation has a Zero-Knowledge system for proofs of knowledge. Furthermore, inputs not in the corresponding language are accepted by the verifier with exponentially vanishing probability.

### 3.5 Sigma Protocol

Sigma protocol is one of the most well-studied and popular Zero-Knowledge-proof systems, which is a three-round interactive, honest-verifier Zero-Knowledge proof of knowledge for an NP-relation R.

Definition 22 (Sigma-Protocol [233]). A Sigma protocol for an NP-relation R is a publiccoin, 2-party interactive, honest-verifier and proof of knowledge that has the following three rounds:

1. On input $(x, w) \in R$, the prover sends the commitment of values $r$ to the verifier:
2. On input $x$, the verifier sends a uniformly random challenge e to the prover.
3. The prover responds to the challenge e, by sending $f(x, w, r, e)$ where $f$ is some public function.

As a concrete example of the Sigma Protocol, we present the Schnorr Protocol.
The Schnorr Protocol. Consider the group $\mathbb{G}=\langle g\rangle$ with order $p$ for some prime number $p$ and some random generator $g$ such that the discrete logarithm is a hard problem in $\mathfrak{G} 4$. Then the following is a sigma protocol:

Figure 3.2: The Schnorr Protocol

| - Setting: <br> - Inputs: | $\begin{aligned} & \mathcal{G}=(G, g, p): \mathbb{G}=\langle g\rangle ;\|G\|=p, \\ & \mathrm{R}_{g}=\left\{(x, w): x=(\mathcal{G}, g, h), h=g^{w}\right\} \end{aligned}$ <br> Prove: $x, w$, Verify: $x$ |
| :---: | :---: |
| - Protocol: |  |
| Prover Commitment: |  |
| Round 1: | Pick random ${ }^{\Phi} \mathbb{Z}_{p}$ <br> Compute Com $=g^{\text {random }}$ <br> Prover $\xrightarrow{\text { Com }}$ Verifier |
| Verifier Challenge |  |
| Round 2: | $\begin{aligned} & \text { Pick } e \stackrel{\$}{-} \mathbb{Z}_{p} \\ & \text { Verifier } \stackrel{e}{\rightarrow} \text { Prover } \end{aligned}$ |
| Prover Respond: |  |
| Round 3: | Compute $z=w \times e+$ random Prover $\xrightarrow{z}$ Verifier |
| Verification | Verify ( $x$, Com, e, z) accepts if and only if $g^{z}=h^{e} \times$ Com |

Theorem 3.5.1. [233] The Schnorr protocol is a Sigma-Protocol. Namely, it is perfectly complete, knowledge-extractable, and honest-verifier Zero-Knowledge proof system.

It is worth mentioning that we can transform any sigma-protocol into full-fledged Zero-Knowledge proofs of knowledge using some standard techniques [113], at the cost of an additional round of interaction (plus a small additive cost in the communication). Furthermore, we may transfer any interactive sigma protocol to the non-interactive Zero-Knowledge proof system using the Fiat-Shamir Paradigm (See 3.8.4).

Sigma Protocol for DDH-Relation. As a second example for Sigma-protocol, we demonstrate the interactive proof system for relation $\mathrm{R}_{D D H}$. As we will see in the second part of our research, we frequently rely on the non-interactive version of this proof to design a verifiable e-voting protocol.

Figure 3.3: Sigma Protocol for proof of knowledge of Paillier Plaintext


Sigma Protocol for Proof of Knowledge of Paillier Plaintext. Since we use Paillier cryptosystem and its proof of knowledge in our protocol 7, as a third example we present the Sigma Protocol for proof of knowledge of Paillier plaintext.

### 3.6 Composing Zero-Knowledge Proof Systems

We now discuss Zero-Knowledge proof system composition, focusing on which properties of a proof system are kept throughout the composition, and which do not necessarily remain intact. By the composition of proof systems, we refer to the execution of many copies of the protocol, with the prescribed (honest) parties executing each copy independently of the others. For example, if a party is required to toss coins in a particular round, it will toss independent coins for each duplicate. We consider (polynomially) many Zero-Knowledge proof systems composed in parallel and sequential.

### 3.6.1 Sequential Composition

Sequential composition invokes a set of ZK proof systems multiple (polynomial) times, with each invocation following the termination of the previous one. The interesting result, in this case, is that the ZK proof system as defined originally (simulator without
auxiliary input) is not closed under sequential composition [121]. Yet, the modified version (simulator with auxiliary inputs) retains its Zero-Knowledgeproperty after sequential repetition. [126]

### 3.6.2 Parallel Composition

Parallel composition invokes a set of ZK proof systems multiple (polynomial) times simultaneously and proceeds at the same pace. There exist two negative results regarding the parallel composition of Zero-Knowledge protocols. The first approach refutes the parallel conjecture of the parallel-composition conjecture by constructing a counterexample but does not explicitly mention the natural candidates. In contrast the second approach establishes that there is a class of Zero-Knowledge proof systems whose members cannot be proved Zero-Knowledge in parallel composition using a general paradigm (known by the name "black-box simulation") [119].

The parallel composition conjecture can also be refuted for probabilistic polynomialtime prover (with auxiliary inputs) and statistical Zero-Knowledge proof systems.

We briefly demonstrate an example that shows the parallel composition of two ZeroKnowledge, where the proof system is not always a Zero-Knowledge proof system.
Example [102]. Consider the Zero-Knowledge system for discrete logarithm language in (3.1), $\Pi^{\text {dLog }}=\langle$ Prove, Verify $\rangle$. we construct a new Zero-Knowledge proof system as follows:

1. On input $(\mathcal{G}, g, h)$, Verifier* tries to guess $w$ randomly. If Verifier* succeeds he sends 1 ; otherwise sends 0 .
2. If Verifier* sent 1 , then it proves the knowledge of $w$ using the protocol $\Pi^{\text {dLog }}$. If the prover is convinced by Verifier*, the prover sends $w$ to the verifier; otherwise, the prover sends reject and terminates the protocol.
3. If Verifier* sent 0 in step 1 , the prover proves the knowledge of $w$ using $\Pi^{\text {dLog. }}$.

Figure 3.4: A parallel composition of two Zero-Knowledge Protocol


The fact that all known formulations of (computational) Zero-Knowledge are not closed under parallel composition motivates the introduction of weaker notions such as witness indistinguishability.

### 3.7 Witness Indistinguishable and Witness Hiding Proof System

Consider an interactive proof system with multiple witnesses for each statement. If the verifier cannot determine which witness the prover employs to generate the proof, we say the system has witness indistinguishability. Furthermore, the system is witness hiding; if the verifier cannot generate any new witnesses (he was unaware of before the protocol began) after interacting with the prover [102].

We formally define these two systems as follows where $\mathrm{R}_{\mathscr{L}}(x)$ denotes the set of witnesses for the statement $x$.

### 3.7.1 Witness Indistinguishability

Definition 23 (Witness Indistinguishable Proof System). Consider an interactive proof system $\Pi^{\text {wi }}=\langle$ Prove, Verify $\rangle$ for an $\boldsymbol{N P}$-language $\mathscr{L}$ with relation $R_{\mathscr{L}}$. We say it is witnessindistinguishable for $R_{\mathscr{L}}$ iffor every PPT distinguisher $\mathcal{D}$ and all $z \in\{0,1\}^{*}$ it holds:

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{D}\left(x, z,\left\{\mathcal{V} \text { iew }\left[\operatorname{Verify}(z)^{\mathcal{P}\left(w_{x}^{1}\right)}\right](x)\right\}_{x \in \mathscr{L}, z \in\{0,1\}^{*}}=1\right]\right. \\
& -\operatorname{Pr}\left[\mathcal{D}\left(x, z,\left\{\mathcal{V} \text { iew }\left[\operatorname{Verify}(z)^{\mathcal{P}\left(w_{x}^{2}\right)}\right](x)\right\}_{x \in \mathscr{L}, z \in\{0,1\}^{*}}=1\right] \mid\right. \\
& <\operatorname{negl}(|x|)
\end{aligned}
$$

A stronger notion for the WI proof system defines as follows:
Definition 24 (Strong Witness Indistinguishable[119]). Interactive system 〈Prove, Verify〉 is strongly witness indistinguishable proof system for $R_{\mathscr{L}}$ if for every two probability ensemble:

$$
\left\{X_{n}^{1}, Y_{n}^{1}, Z_{n}^{1}\right\},\left\{X_{n}^{2}, Y_{n}^{2}, Z_{n}^{2}\right\}
$$

such that $\left\{X_{n}^{b}, Y_{n}^{b}, Z_{n}^{b}\right\}$ ranges over $\left(R_{\mathscr{L}} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\{0,1\}^{*}\right)$,the following holds:

If $\left\{X_{n}^{1}, Z_{n}^{1}\right\}$ and $\left\{X_{n}^{2}, Z_{n}^{2}\right\}$ are computationally indistinguishable, then so are

$$
\left\{\mathcal{V} \text { iew }\left[\operatorname{Verify}\left(Z_{n}^{1}\right)^{\operatorname{Prove}\left(Y_{n}^{1}\right)}\right]\left(X_{n}^{1}\right)\right\}_{n \in \mathbb{N}},\left\{\operatorname{View}\left[\operatorname{Verify}\left(Z_{n}^{2}\right)^{\operatorname{Prove}\left(Y_{n}^{2}\right)}\right]\left(X_{n}^{2}\right)\right\}_{n \in \mathbb{N}}
$$

Additional Note. According to [119] although it is proved that any auxiliary-input ZeroKnowledge proof system, for an NP-language is strongly witness-indistinguishable, assuming that one-way permutations exist, witness indistinguishability does not imply strong witness indistinguishability.

### 3.7.2 Witness Hiding

A proof system for an NP-language has the witness-hiding property if the verifier after interacting with the prover cannot find a fresh witness for the statement [102, 87, 185, 149, 93].

It should be noted that the witness hiding property only makes sense if obtaining witnesses from scratch is impossible. As every language has instances where witness retrieval is straightforward, we need to consider witness retrieval for specially selected difficult instances. As a result, to capture the above pointers, we consider the concept
of "Distribution of Hard Instances", which means for the language $\mathscr{L}$ correspond to the relation $\mathrm{R} \mathscr{L}$, with the probability distribution

$$
X=\left\{X_{n}: \mathscr{L} \cap\{0,1\}^{n}\right\},
$$

the following holds true:

$$
\operatorname{Pr}\left[F\left(X_{n}, z\right) \in \mathrm{R}_{\mathscr{L}}\left(X_{n}\right)\right]<\operatorname{negl}(n)
$$

Where $F$ is a probabilistic polynomial-time (witness-finding) algorithm. Hence considering this definition a Zero-Knowledge proof system has witness hiding property; the probability of finding the witness for a verifier remains negligible after interacting with the prover.
Additional Note. Although in general WI does not implies witness hiding property, we have the following result: Consider a WI proof system, 〈Prove, Verify〉 for relation R with a PPT prover algorithm. We define the new relation as follow:

$$
\mathrm{R}_{2}:=\left\{\left(\left(x_{1}, x_{2}\right), w\right):\left|x_{1}\right|=\left|x_{2}\right|, \exists i:\left(x_{i}, w\right) \in \mathrm{R}_{\mathscr{L}}\right\}
$$

Then $\Pi^{\mathrm{zk}}$ has witness hiding property for $\mathrm{R}_{2}$.

## Additional Note.

1. A WI-proof system is called witness-independent if the above ensembles are identically distributed.
2. If the prover can generate proof without considering the witness in any proof system, then the proof system is witness indistinguishable. This shows that the Witness Indistinguishability property is practically defined for the bounded prover that takes the witness as its private auxiliary input. However, for non-trivial language, a PPT prover cannot generate valid proof without having the witness.
3. Any Zero-Knowledge proof system also has the Witness Indistinguishability property, while the other Witness Indistinguishable property does not always imply the Zero-Knowledge property.
4. Although the WI proof system guarantees a weaker security level, it has many applications due to some of its properties. For example unlike the Zero-Knowledge proof systems, a WI property is preserved in parallel compositions.

### 3.8 Non-Interactive Zero Knowledge Proof Systems

As stated in [33], the zero-knowledge proof system's results are based on interactive protocols that guarantee the highest levels of real-world security in an adversarial context without making any trust assumptions. Hence, the approach is referred to as the plain model, and it provides the strongest real-world security guarantees in an adversarial context. However, the ZK-Proof system cannot be used in real-world protocols such as electronic voting or public key exchange because of its interactive nature. Indeed, due to the large number of parties involved, even a single interaction causes a high cost on these systems.

On the other hand, based on the impossibility result for the zero-knowledge proof system in the plain model with a single round of interaction for non-trivial languages [126],
we know that we must either sacrifice some security property or replace it with a trusted assumption if we wish to avoid using the interactive requirement. Given that security is a highly desirable property, the first approach (giving up the security level) is not an option; thus, we constructed the non-interactive zero-knowledge proof system by introducing a trusted assumption captured in two different approaches: the Hidden-Bit model and the CRS-Model.

This section will present an overview of the background and the result of the noninteractive zero-knwoledge proof system, which we refer to as NIZK.

### 3.8.1 NIZK in RHB Model

In the hidden-bits model of the NIZK proof system [101, 118], the prover is initially given a sequence of bits that are hidden from the verifier. The prover then chooses an arbitrary subset of these bits to reveal to the verifier. Although the verifier never learns the unrevealed parts of the string, the prover cannot alter the values in the string it is given. Formally assume that the prover is given the string $s$ of length $n$ and sends to the verifier $\left\{s_{i}\right\}_{i \in I}$ where $I \subset\{1,2, \ldots, n\}$ is the index set.

Definition 25 (Non-Interactive Zero-Knowledge Proof System). A pair of probabilistic algorithms $\Pi^{\text {nizk }}=\langle$ Prove, Verify〉 is called a non-interactive zero-knowledge proof system in RHB-model (random hidden bit) for language $\mathscr{L}$ if Verify is a polynomial-time algorithm and the following conditions hold true:

- Completeness property: For very $x \in \mathscr{L}$, the verifier always outputs 1 (accept the proof) after interacting with the prover:

$$
\forall x \in \mathscr{L}: \operatorname{Pr}\left[\operatorname{Verify}\left(x,\left(I, s_{I}\right), \pi\right)=1 \mid s \stackrel{\$}{\leftarrow}\{0,1\}^{\text {poly }},(\pi, I) \leftarrow \operatorname{Prove}(s, x, w)\right]=1
$$

- Soundness property: For any $x \notin \mathscr{L}$, and any potential adversary $\mathcal{A}$, the verifier output 0 (reject the proof) with overwhelming probability:
- Zero-Knowledge property: For any $x \in \mathscr{L}$ a PPT simulator algorithm, Sim exists, such that the following two distributions are identical:

$$
\begin{gather*}
\left\{\left(x,\left(I, s_{I}\right), \pi\right) \mid s \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Prove}(s, x, w)\right\} \\
\approx  \tag{3.2}\\
\left\{\left(x,\left(I, s_{I}\right), \pi\right) \mid s \stackrel{\$}{\left.\stackrel{\$}{-}\{0,1\}^{\text {poly }}, \pi \leftarrow \operatorname{Sim}(s, x)\right\}}\right.
\end{gather*}
$$

Additional Note. It is worth noting that the hidden-bits model is not intended to be realistic; rather, it has intended to be conceptual. However, this model facilitates the existential and constructive path toward a realistic, concrete model, the CRS-Model. To begin, it establishes a simple abstraction for NIZK systems, which we know exist for NPhard languages due to the following theorem:

Theorem 3.8.1. [101] There exists a NIZK proof system in the hidden-bit model for any NP-language (unconditionally). Furthermore, the protocol is statistical zero-knowledge and statistically sound.

### 3.8.2 NIZK in CRS Model

Ivan Damgård introduced the first approach to establishing a non-interactive Zero-Knowledge proof system that achieves a sufficient level of security in [89]. In this model, we assume the existence of an algorithm called CRS-generator that chooses a common-reference string in an honest way (CRS). The prover and verifier are both given access to a common string that serves as their input for generating and verifying the proof, respectively. Formally

Definition 26 (Interactive Zero-Knowledge Proof System). A pair of probabilistic algorithms $\Pi^{\text {nizk }}=\langle$ Prove, Verify $\rangle$ is called a non-interactive zero-knowledge proof system in CRS-model (common random string) for language $\mathscr{L}$ if Verify is a polynomial-time algorithm and the following conditions hold true:

- CRS-Generator: A PPT algorithm $\operatorname{crsGen}\left(1^{\ell}\right)$ exists that on input the security parameter, generates a string crs :

$$
\operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right)
$$

- Completeness property: For very $x \in \mathscr{L}$, the verifier always outputs 1 (accept the proof) after interacting with the prover:

$$
\forall x \in \mathscr{L}: \operatorname{Pr}\left[\operatorname{Verify}(x, \operatorname{crs}, \pi)=1 \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Prove}(\operatorname{crs}, x, w)\right]=1
$$

- Soundness property: For any $x \notin \mathscr{L}$, and any potential adversary $\mathcal{A}$, the verifier output 0 (reject the proof) with overwhelming probability:

$$
\forall x^{*} \notin \mathscr{L}: \operatorname{Pr}\left[\operatorname{Verify}\left(x^{*}, \operatorname{crs}, \pi\right)=1 \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \mathcal{A}\left(\operatorname{crs}, x^{*}\right)\right]<\operatorname{neg}(\ell)
$$

- Zero-Knowledge property: For any $x \in \mathscr{L}$ there exists a PPT simulator algorithm, Sim , such that the following two distributions are identical:

$$
\begin{gather*}
\left\{(x, \operatorname{crs}, \pi) \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Prove}(\operatorname{crs}, x, w)\right\}_{\ell} \\
\approx  \tag{3.3}\\
\left\{(x, \operatorname{crs}, \pi) \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Sim}(\operatorname{crs}, x)\right\}_{\ell}
\end{gather*}
$$

Additional Note. According to some definitions, the simulator is composed of two algorithms, $\operatorname{Sim}=\left(\operatorname{Sim}_{1}, \operatorname{Sim}_{2}\right)$, the first of which generates a simulated CRS, crs*. This provides the simulator with additional power, as the simulator may generate some trapdoor that helps in the subsequent generation of a valid proof. In this case the equation 3.4 is replaced with:

$$
\begin{gather*}
\left\{(x, \operatorname{crs}, \pi) \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Prove}(\operatorname{crs}, x, w)\right\}_{\ell} \\
\approx  \tag{3.4}\\
\left\{(x, \operatorname{crs}, \pi) \mid \operatorname{crs}^{*} \leftarrow \operatorname{Sim}_{1}\left(1^{\ell}\right), \pi \leftarrow \operatorname{Sim}_{2}(\operatorname{crs}, x)\right\}_{\ell}
\end{gather*}
$$

Composable Zero-Knowledge: The composable zero-knowledge property was first introduced in [139], strengthening the standard zero-knowledge definition in the following way. First, it requires that an adversary cannot distinguish a real CRS from a simulated CRS. Second, it requires that the adversary, even when access to the trapdoor, cannot distinguish real proofs on a simulated CRS from simulated proofs. This robust security property ensures that the same common reference string can be used for multiple proofs, which enhances the proof system's composability:

1. Reference String Indistinguishability: For all non-uniform polynomial-time adversary $\mathcal{A}$, the following holds true:

$$
\operatorname{Pr}\left[\mathcal{A}(\mathrm{crs})=1 \mid \operatorname{crs} \leftarrow \operatorname{crsGen}\left(1^{\ell}\right)\right] \approx \operatorname{Pr}\left[\mathcal{A}\left(\mathrm{crs}^{*}\right)=1 \mid\left(\operatorname{crs}^{*}, \tau\right) \leftarrow \operatorname{Sim}_{1}\left(1^{\ell}\right)\right]
$$

2. Simulation Indistinguishability: For all non-uniform polynomial-time adversary $\mathcal{A}$ the following holds true:

$$
\begin{align*}
& \operatorname{Pr}\left[\begin{array}{c}
\left(\mathrm{crs}^{*}, \tau\right) \leftarrow \operatorname{Sim}_{1}\left(1^{\ell}\right) \\
\mathcal{A}(\pi)=1 \wedge(x, w) \in \mathrm{R}_{n} \mid \\
(x, w) \leftarrow \mathcal{A}\left(\operatorname{crs}^{*}, \tau\right) \\
\pi \leftarrow \operatorname{Prove}\left(\operatorname{crs}^{2}, x, w\right)
\end{array}\right] \\
& \approx \operatorname{Pr}\left[\begin{array}{c}
\left(\mathrm{crs}^{*}, \tau\right) \leftarrow \operatorname{Sim}_{1}\left(1^{\ell}\right) \\
\mathcal{A}(\pi)=1 \wedge(x, w) \in \mathrm{R}_{n} \mid(x, w) \leftarrow \mathcal{A}\left(\operatorname{crs}^{*}, \tau\right) \\
\pi \leftarrow \operatorname{Sim}_{2}(\operatorname{crs}, x, \tau)
\end{array}\right] \tag{3.5}
\end{align*}
$$

Theorem 3.8.2. [101]Assuming the existence of trapdoor permutations and any NIZK proof system in the hidden-bits model, we may construct a NIZK proof system in the common random string model.

Adaptive versus non-Adaptive NIZK. We consider adaptive and non-adaptive versions of the soundness property. Adaptive soundness allows $x \notin \mathscr{L}$ to be adaptively chosen after the crs is fixed, whereas non-adaptive soundness requires the adversary to choose the statement before seeing the crs.

Non-Interactive sigma protocol in RO model for relation $R_{\text {OR-DDH }}$ is shown in Figure 8.1.

### 3.8.3 NIZK for NP-Language

Similarly to the ZK proof system, we can establish the existence of a NIZK in two steps for all NP-languages:

First, we build a NIZK for an NP-complete language, and then we use the Karp reduction to extend it to all NP-languages.

Feige, Lapidot and Shamir in [101], develop a NIZK proof system in the HBS model for Hamiltonian-Graph language and then convert it to NIZK in the CRS model using a technique known as the FLS technique. More recently, Groth, Ostrovsky, and Sahai [141] presented an efficient design for Circuit-SAT based on a bilinear group that obtained perfect zero-knowledge.

This, together with other constructs in the literature, leads to the following theorem:
Theorem 3.8.3 ( [119]). Assuming the existence of one-way permutations, each language in NP class has a non-interactive proof system that is adaptively Zero-Knowledge proof system. Furthermore, assuming the existence of families of trapdoor permutations, the
prover strategy in such a proof system can be implemented by a probabilistic polynomialtime machine that gets an NP-witness as an auxiliary input.

### 3.8.4 Fiat-Shamir Heuristic

The Fiat-Shamir heuristic, introduced in [104], is a technique that transforms an interactive proof system (such as sigma-protocol) into non-interactive zero-knowledge proofs with the help of some secure hash function(See 2.7.3).

In general, this approach replaces the verifier's challenge (See 3.5) value with the output of some random oracle that depends on the prover commitment values. This results in reducing the interaction rounds to a single round interaction between the prover and the verifier.

While the Fiat-Shamir approach provides an extremely efficient non-interactive ZK proof system, the security property of NIZK is dependent on the hash function used. As a result, we cannot always assume that the NIZK system is secure based on its security in the RO model [69]. We refer to [32], in which the authors demonstrate that some protocol instantiation in the random oracle model may be proven secure, whereas some hash functions are insufficient as a replacement for a random oracle. As such, this abstraction should be viewed as a heuristic indicator of security.

For more details on Fiat-Shamir Heuristic approach we refer to [70].

### 3.8.5 Designated Verifier Zero-Knowledge Proof Systems

For many Zero-Knowledge proof systems, only the verifier designated by some secret input (verification-key) must be convinced of the statement's validity. In contrast to the Zero-Knowledge proof system, the verifier does not need any extra inputs to run the verification algorithm. The formal definition for non-interactive designated verifier (NIDV) proofs was first introduced by Jakobsson et al. in [163] and have been used as confirmation and denial proofs for undeniable signature schemes.

Definition 27 (Designated Verifier NIZK[178]). A designated verifier non-interactive ZeroKnowledge proof system is a tuple of PPT algorithms $\Pi^{\text {dv-nizk }}=\langle$ Setup, Kgen, Prove, Verify $\rangle$ such that:

- Set up algorithm outputs a common reference string, crs and the public parameters pp , which describe the language $\mathscr{L}$.
- Key generator takes as input the public parameters and returns a key pair of public key and the verification key, vk:

$$
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Kgen}(\mathrm{pp})
$$

- Prover generates the proof, $\pi$ on inputs $(x, w) \in R_{\mathscr{L}}$ and pk .
- Verifier on input the public key, pk, the verification key, vk, statement $x$ and the proof $\pi$, outputs reject or accept.
which satisfies the completeness, Zero-Knowledge, and soundness properties.
Additional Note. Definition 27 shows that the verification algorithm is the primary distinction between a conventional and a designated verifier. In the latter system, the verification algorithm requires additional input, namely the verification key. In contrast,
the former allows any public party to execute the verification algorithm using the system's public parameters. Many protocols, such as electronic voting schemes, use the designated-verifier proof system to demonstrate the validity of computations to the individual voter. We stress that the difference between the designated verifier and the ordinary Zero-Knowledge proof system comes from the verification key

As an example, we present the following example from [74].
Example: A prover wishes to prove to a verifier that he knows a value $w \in \mathbb{Z}_{n}$ such that $h=g^{w}$. Let $u \in \rrbracket_{n}$ be an arbitrary generator of $\rrbracket_{n}$. Let's define $R=u^{n} \bmod n^{2}$ key $=(\mathrm{pk}, \mathrm{vk})=\left(E=R^{e}, e\right)$.

Prover steps:
$T^{\prime}=(1+n)^{t} R^{r} \bmod n^{2}, X^{\prime}=(1+n)^{x} E^{-r} \bmod n^{2}$ and then the verifier computes $D=T^{e} X \bmod n^{2}$ and $D^{\prime}=T^{\prime e} \cdot X^{\prime} \bmod n^{2}$ and then checks that $D^{\prime}$ is the form $(1+n)^{d}$ $\bmod n^{2}$. If so, computes $d \bmod n$ from $D^{\prime}$ and checks that $D=g^{d}$ the verifier accepts if and only if, both checks succeeded.

### 3.8.5.1 Implicit Zero-Knowledge Proof Systems

Benhamoda et al.[42] introduced a new type of Zero-Knowledge proof, called implicit Zero-Knowledge arguments and stands between two existing notions, interactive ZeroKnowledge proofs and non-interactive Zero-Knowledge proofs.

The implicit Zero-Knowledge argument is an encapsulation mechanism that allows masking a message to retrieve if and only if the statement is true. Additionally, iZK maintains the same Zero-Knowledge properties as standard Zero-Knowledge arguments. The ability to unmask a message only leaks the validity of the statement and nothing more.
iZk can be used in two-party computations to force parties to follow the protocol. iZK ensures the confidentiality of the parties' inputs in a different method. However, it does not explicitly check that the opponent behaved honestly. Rather than that, it ensures that if this is not the case, it will be impossible for the other party to recover any further protocol messages.
Definition 28 ([42]). The following polynomial-time algorithms define an $\Pi^{\mathrm{iZK}}$ :

- icrs $\leftarrow$ iSetup(crs) generates the (normal) common reference string which implicitly contains crs). The resulting CRS provides statistical soundness.
- (icrs*, $\mathrm{i} \tau) \leftarrow \mathrm{i} T \mathrm{Setup}(\mathrm{crs})$ generates the (trapdoor) common reference string icrs together with a trapdoor it. The resulting CRS provides statistical Zero-Knowledge.
- (ipk, isk) $\leftarrow \mathrm{iKG}(\mathrm{icrs}, x$, iw) generates a pair of keys, associated with statement $x \in \mathscr{L}$ and the witness $w$.
- (ipk*, itk) $\operatorname{i} \operatorname{iTKG}(i \tau, x)$ generates a public and trapdoor key pair, associated with $x$.
- (ct, key) $\leftarrow \mathrm{iEnc}(\mathrm{icrs}, \mathrm{ipk}, x)$ outputs a ciphertext of a value key (an ephemeral key), for $x$.
- key $\leftarrow \mathrm{iDec}(\mathrm{icrs}$, isk, ct) decrypts the ciphertext, and outputs the ephemeral key, key.
- key $\leftarrow \mathrm{i} T \mathrm{Dec}(\mathrm{icrs}, \mathrm{itk}, \mathrm{ct})$ decrypts the ciphertext and outputs the ephemeral key, key.

Security Notion. Implicit ZK must have correctness, setup indistinguishability, soundness and Zero-Knowledge properties, which are defined similarly to other variants of
proof systems. Additionally, it requires the Setup Indistinguishability that states that the two setup outputs should be indistinguishable.

$$
\left\{\text { icrs|icrs } \leftarrow \mathrm{i} \operatorname{Setup}\left(1^{\ell}, \text { crs }\right)\right\}_{\ell} \approx\left\{\text { icrs* }^{*} \mid\left(\mathrm{icrs}{ }^{*}, \mathrm{i} \tau\right) \leftarrow \mathrm{iTSetup}\left(1^{\ell}, \mathrm{crs}\right)\right\}_{\ell}
$$

We will not provide the formal definition here; rather, we will refer to the original publication [42] for additional information.

### 3.8.6 Non-Algebraic Language; Rang-Proof and Proof of Shuffle

All of the ZK protocols we have discussed so far can be naturally expanded to prove a wide range of claims, such as arbitrary algebraic relations between values. As we will see in the second part, many of these proofs are used to demonstrate the well-formedness of some ciphertext or commitment value. However, some languages are not classified as algebraic languages. For example, we mention the range-proof, widely used in e-voting protocols.

A typical technique would be to commit to every single bit of the witness, then demonstrate that each commitment value commits to either 0 or 1 , and finally demonstrate that the relation exists. This strategy, however, is relatively inefficient.

Several solutions have been proposed to address this issue, including garbled-circuitbased Zero-Knowledge proofs for statements expressed by boolean circuits [106, 165, 75] and Zero-Knowledge arguments with sub-linear communication based on generalised Pedersen commitments [138, 137].

Due to the extensive application of electronic voting protocols to range-proofs and proofs of shuffle, we refer readers to the following papers for additional information [61, 193, 202, 29, 28, 145, 109]

### 3.9 Non-Interactive Witness Indistinguishable Proof Systems

The Groth-Sahai NIWI-proof system is, indeed, a turning point in the field of zeroknowledge proof systems.

Since the advent of ZK proof systems, it has been shown that NIZK proofs exist for all NP-languages. However, this fact was proven existentially and not in a constructive way. Precisely, theorem 3.8.3 was proved in the following way. First, we develop a reduction from our language to an NP-complete language (e.g., 3-SAT or Graph colouring problem) for which proof has already had a NIZK proof system. Then we transform back the proof from the complete language to our language using the Karp reduction. Unfortunately, the system obtained in this way is an inefficient, and it is computationally too expensive for real-world protocols and applications.

With the emergence of elliptic curves and bilinear maps in modern cryptography, considerable effort has been spent developing ZK-proof systems over bilinear groups. This research's line has resulted in a fascinating and efficient NIZK proof system, beginning with Groth, Ostrovsky, and Sahai's seminal work [142] and continuing with GrothSahai proof techniques [143]. Groth and Sahai present a method based on a set of equations that identifies a broad class of languages for which an efficient pairing-based NIZK could be constructed with security based on the standard bilinear group assumption. The Groth-Sahai proof techniques, which was subsequently updated in [117, 48], have a significant impact on practical applications, and it is one of our primary tools for verifiable and secure computation.

This section formally defines a non-interactive witness indistinguishable proof system (NIWI for short) and briefly reviews the Groth-Sahai proof techniques. Then we point out definitions, notions and notations in this section are taken from [143].

### 3.9.1 NIWI; Formal Definitions

Notation We let R refer to efficiently computable ternary relation, which includes the member of the form ( $\mathrm{gk}, x, w$ ) where gk is considered the setup group a.k.a. the public parameter, $x$ is the statement, and $w$ is the witness. Compared to the binary relation, here we include the group setting as a part of the triple, which shows the system's flexibility. By $\mathscr{L}$, we refer to the NP-language consisting of the statements $x$ for which witnesses $w$ exist such that (gk, $x, w$ ) $\in$ R. Groth-Sahai setting relates gk to be the description of a bilinear group which implies $\mathscr{L}$ should be corresponding to some bilinear group.

Definition 29 (NIWI-Proof System). The non-interactive witness indistinguishable proof system, $\Pi^{\text {niwi }}=\langle$ Setup, Kgen, Prove, Verify $\rangle$ for the relation $R$ is a tuple of four probabilistic polynomial-time algorithms, which fulfils the perfect completeness, perfect soundness and composable witness indistinguishability properties as detailed below:

- Set Up is a probabilistic algorithm that takes security parameters and generates a pair (gk, sk). We refer to the first component, gk , as a public parameter. The GrothSahai setting represents the description of a pairing group setup, and the second componentsk as the secret parameter. It requires that both keys have a length polynomial in terms of the security parameter.

$$
(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)
$$

- Key Generation is a probabilistic algorithm that outputs the CRS on input, the public parameter and the secret key:

$$
\text { crs } \leftarrow K \operatorname{Kgen}(\mathrm{gk}, \mathrm{sk})
$$

- Prove is a probabilistic algorithm that on inputsgk, crs, $x$ and $w$ first checks whether (gk, $x, w) \in R$ and if so outputs a proof $\pi$ :

$$
\pi \leftarrow \operatorname{Prove}(\mathrm{gk}, \mathrm{crs}, x, w)
$$

- Verify is a deterministic algorithm that takes (gk, crs, $x, \pi$ ) and outputs accept if $\pi$ is a valid proof, namely that $x \in \mathscr{L}$, or reject if that is not the case:

$$
\text { Verify }(\mathrm{gk}, \mathrm{crs}, x, \pi)=\text { accept } / \text { reject }
$$

Security Requirements: A NIWI proof system is required to have the following properties:

1. Perfect Completeness: The verifier always accepts the proofs generated by the prover for the valid statement.

$$
\operatorname{Pr}\left[\begin{array}{cc} 
& (\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)  \tag{3.6}\\
& (\mathrm{crs}) \leftarrow \operatorname{Kgen}(\mathrm{gk}, \mathrm{sk}) \\
& \pi \leftarrow \operatorname{Prove}(\mathrm{gk}, \mathrm{crs}, x, w)
\end{array}\right]=1
$$

2. Perfect Soundness: For all adversaries $\mathcal{A}$ and $x \notin \mathscr{L}$ the following holds:

$$
\operatorname{Pr}\left[\operatorname{Verify}\left(\mathrm{gk}, \mathrm{crs}, x^{*}, \pi\right)=\operatorname{accept} \left\lvert\, \begin{array}{l}
(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)  \tag{3.7}\\
(\mathrm{crs}) \leftarrow \operatorname{Kgen}(\mathrm{gk}, \mathrm{sk}) \\
\left(x^{*}, \pi\right) \leftarrow \mathcal{A}(\mathrm{gk}, \mathrm{crs}) \\
x^{*} \notin \mathscr{L}
\end{array}\right.\right]=0
$$

If we consider the PPT adversary, we call the proof system with the computational soundness or an argument 3.3.5.
3. Perfect Culpable Soundness: In the original paper [143] they consider the cases, that may require soundness against the adversary who generates a valid proof for $x^{*} \in \mathscr{L}_{\text {guilt }}$ instead of $x^{*} \in \mathscr{\mathscr { L }}$, where $\mathscr{L}_{\text {guilt }}$ may depend on gk and crs. Based on this modification, they provide an alternate definition called culpable soundness. Note that if we put $\mathscr{L}_{\text {guilt }}:=\overline{\mathscr{L}}$, we get the original soundness definition as above. Formally:

$$
\operatorname{Pr}\left[\begin{array}{l}
\text { Verify }\left(\mathrm{gk}, \mathrm{crs}, x^{*}, \pi\right)=\operatorname{accept} \mid  \tag{3.8}\\
(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(\mathrm{l}^{\ell}\right) \\
\left(x^{*}, \pi\right) \leftarrow \mathcal{K g e n}(\mathrm{gk}, \mathrm{sk}) \\
x^{*} \notin \mathscr{L}_{\text {guilt }}
\end{array}\right]=0
$$

4. Indistinguishability: The standard definition of witness indistinguishability requires that proofs computed on different witnesses for the same instance are computationally indistinguishable. For composable witness indistinguishability we need to use the idea of a simulated CRS to generates a simulated common reference string that is indistinguishable from a real one. Hence we first define the CRS indistinguishability.
i. CRS Indistinguishability requires that there exists a PPT simulator Sim such that the advantage of any PPT adversary is negligible in the following experiment:

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}}^{\text {ind }-c r s}(\ell)=\mid & \operatorname{Pr}\left[\mathcal{A}(\mathrm{crs}, \mathrm{gk})=0 \mid(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(\mathrm{l}^{\ell}\right), \mathrm{crs} \leftarrow \operatorname{Kgen}(\mathrm{gk}, \mathrm{sk})\right]- \\
\operatorname{Pr}\left[\mathcal{A}\left(\mathrm{crs}^{*}, \mathrm{gk}\right)=\right. & \left.1 \mid(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right), \mathrm{crs}^{*} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk})\right] \mid \\
& <\operatorname{neg} \mid(\ell)
\end{aligned}
$$

ii. Witness Indistinguishability states that, an adversary cannot distinguish between the proof for $w_{0}$ and the proof for $w_{1}$ more than a random guess on a simulated CRS. Formally the advantage of the adversary in the experiment $\operatorname{Exp}_{\mathcal{A}}^{w i}\left(1^{\ell}\right)$ (See Figure 3.5) is negligible.
5. Zero-Knowledge: This property requires the adversary not to distinguish between a real and a simulated CRS. In addition, it involves the use of two simulators. One generates the crs along with a trapdoor, $\tau$, and the other generates a proof using

Figure 3.5: Witness Indistinguishability Experiment

the simulated CRS, crs* such that the adversary cannot distinguish between the real proof and the simulated proof.
$\left\lvert\, \operatorname{Pr}\left[\begin{array}{l}(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) ; \operatorname{crs} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk}) ; \\ \left(x, w_{0}, w_{1}\right) \leftarrow \mathcal{A}(\mathrm{gk}, \mathrm{crs}) ; \pi \leftarrow \operatorname{Prove}\left(\mathrm{gk}, \mathrm{crs}, x, w_{0}\right)\end{array}: \mathcal{A}(\pi)=1 \wedge\left(\mathrm{gk}, x, w_{0}\right) \in \mathrm{R}\right]-\right.$
$\left.\operatorname{Pr}\left[\begin{array}{l}(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) ; \mathrm{crs} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk}) ; \\ \left(x, w_{0}, w_{1}\right) \leftarrow \mathcal{A}(\mathrm{gk}, \mathrm{crs}) ; \pi \leftarrow \operatorname{Prove}\left(\mathrm{gk}, \mathrm{crs}, x, w_{1}\right)\end{array}: \mathcal{A}(\pi)=1 \wedge\left(\mathrm{gk}, x, w_{1}\right) \in \mathrm{R}\right] \right\rvert\,=0$.
and,

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) \mathrm{crs} \leftarrow \operatorname{Kgen}(\mathrm{gk}, \mathrm{sk}) \mid \mathcal{A}(\mathrm{gk}, \mathrm{crs})=1\right] \\
& \operatorname{Pr}\left[(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) ; \operatorname{crs} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk}) \mid \mathcal{A}(\mathrm{gk}, \mathrm{crs})=1\right] \\
& <\operatorname{neg} \mid(\ell) .
\end{aligned}
$$

Moreover, for all non-uniform adversaries $\mathcal{A}$, it holds that:

$$
\begin{aligned}
& \operatorname{Pr}\left[\left.\begin{array}{l}
(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) ; \mathrm{crs} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk}) ; \\
\left(x, w_{0}, w_{1}\right) \leftarrow \mathcal{A}(\mathrm{gk}, \mathrm{crs}) ; \pi \leftarrow \operatorname{Prove}\left(\mathrm{gk}, \mathrm{crs}, x, w_{0}\right)
\end{array} \right\rvert\, \mathcal{A}(\pi)=1 \wedge\left(\mathrm{gk}, x, w_{0}\right) \in \mathrm{R}\right]- \\
& \left.\operatorname{Pr}\left[\left.\begin{array}{l}
(\mathrm{gk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) ; \mathrm{crs} \leftarrow \operatorname{Sim}(\mathrm{gk}, \mathrm{sk}) ; \\
\left(x, w_{0}, w_{1}\right) \leftarrow \mathcal{A}(\mathrm{gk}, \mathrm{crs}) ; \pi \leftarrow \operatorname{Prove}\left(\mathrm{gk}, \mathrm{crs}, x, w_{1}\right):
\end{array} \right\rvert\, \mathcal{A}(\pi)=1 \wedge\left(\mathrm{gk}, x, w_{1}\right) \in \mathrm{R}\right] \right\rvert\,=0 .
\end{aligned}
$$

### 3.10 Groth Sahai NIWI proof System

Groth-Sahai scheme $\Pi^{G S}$ is a NIWI-proof system under a trusted setup (i.e., in the CRS model) for the satisfiability of four types of equations (Figure 3.7) over bilinear groups.

Figure 3.6: $\operatorname{Exp}_{\mathcal{A}}{ }^{\operatorname{sim}-z \mathrm{k}}\left(1^{\ell}\right)$


### 3.10.1 Groth-Sahai Technique; Overview

The GS proof system is developed using commitment schemes, group isomorphism that preserves group actions, and a bilinear map. First we give an overview of the technique.

Assume that isomorphisms $s_{s}$ and $\rho_{s}$ exist between groups $\mathbb{A}_{s}$ and $\mathbb{B}_{s}$ :

$$
s \in\{1,2, T\}: \iota_{s}: \mathbb{A}_{s} \mapsto \mathbb{B}_{s}, \rho_{s}: \mathbb{B}_{s} \mapsto \mathbb{A}_{s}
$$

These maps are designed in such a way that they preserve both the group actions and the bilinear map and have communicative property. Put simply; this means that as illustrated in Figure 3.8, there are two ways to get to point $a_{T}=\mathbf{e}\left(a_{1}, a_{2}\right) \in \mathbb{A}_{T}: a_{1} \in$ $\mathbb{A}_{1}, a_{2} \in \mathbb{A}_{2}$ : one through groups $\mathbb{A}_{1}$ and $\mathbb{A}_{2}$ and evaluating the bilinear map over $\left(a_{1}, a_{2}\right)$ the red path, and the other through $\mathbb{B}_{1}, \mathbb{B}_{2}$ the green path.

Now in order to provide proof for $(x, w) \in \mathrm{R}_{G S}^{\mathrm{Eq}}$ where:

$$
\begin{equation*}
\mathrm{Eq}: \mathbf{e}(\mathcal{X}, \beta) \cdot \mathbf{e}(\alpha, \mathcal{Y})=t_{T}, \tag{3.9}
\end{equation*}
$$

the prover first commits to the witness components $\operatorname{Com}_{1}(\mathcal{X}) \in \mathbb{B}_{1}, \operatorname{Com}_{2}(\mathcal{Y}) \in \mathbb{B}_{2}$, which technically means that we transfer the members of $\mathbb{A}_{1}, \mathbb{A}_{2}$ to $\mathbb{B}_{1}, \mathbb{B}_{2}$, respectively.

The prover must demonstrate that the committed values $\left(\mathrm{Com}_{1}, \mathrm{Com}_{2}\right)$ satisfy the equation in the second step. This part can be proven using the commutative property. Because the verifier only needs to perform some computations on the committed and constant values in groups $\mathbb{B}_{1}, \mathbb{B}_{2}$, and $\mathbb{B}_{T}$ to determine whether the target value $b_{T}$ is the image of the target value $a_{T} \in \mathbb{A}_{T}$.

Figure 3.7: The Set of Equations over bilinear groups supported by Groth-Sahai NIWI Proof System:

- Setting:

$$
\mathcal{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, \mathbf{e}: \mathbb{G}_{1} \times \mathbb{G}_{2} \mapsto \mathbb{G}_{T}\right):\left|\mathbb{G}_{1}\right|=\left|\mathbb{G}_{2}\right|=p
$$

- Variables:

$$
\begin{aligned}
& \overrightarrow{\mathcal{X}}=\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right) \in \mathbb{G}_{1}^{m}, \overrightarrow{\mathcal{Y}}=\left(\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{n}\right) \in \mathbb{G}_{2}^{n}, \\
& \vec{x}=\left(x_{1}, \ldots, x_{m^{\prime}}\right) \in \mathbb{Z}_{n}^{m^{\prime}}, \vec{y}=\left(y_{1}, \ldots, y_{n^{\prime}}\right) \in \mathbb{Z}_{n}^{n^{\prime}}
\end{aligned}
$$

- Constants:

$$
\begin{aligned}
& \overrightarrow{\mathcal{A}}=\left(\mathcal{A}_{i}\right) \in \mathbb{G}_{1}, \overrightarrow{\mathcal{B}}=\left(\mathcal{B}_{i}\right) \in \mathbb{G}_{2}, \\
& \Gamma=\left\{\gamma_{i j}\right\}_{i, j} \in \mathbb{Z}_{n}, \mathcal{T}_{1} \in \mathbb{G}_{T}, t_{T} \in \mathbb{G}_{T}
\end{aligned}
$$

- Set of equations: $\mathcal{G} \mathcal{S}^{\mathrm{Eq}}=\left\{\mathrm{Eq}^{\mathrm{pp}}, \mathrm{Eq}^{\mathrm{ms}}, \mathrm{Eq}^{\mathrm{qe}}\right\}$,
- $E q^{\mathrm{pp}}:$ Pairing product equation

$$
\begin{aligned}
& \prod_{i=1}^{n} \mathbf{e}\left(\mathcal{A}_{i}, \mathcal{Y}_{i}\right) \cdot \prod_{i=1}^{m} \prod_{j=1}^{m} \mathbf{e}\left(\mathcal{X}_{i}, \mathcal{X}_{j}\right)^{\lambda_{i j}} \cdot \prod_{i=1}^{m} \mathbf{e}\left(\mathcal{X}_{i}, B_{i}\right)=t_{T}=\mathbf{e}(R, S) \\
& (\overrightarrow{\mathcal{A}} \cdot \overrightarrow{\mathcal{Y}})(\overrightarrow{\mathcal{X}} \cdot \Gamma \overrightarrow{\mathcal{Y}})(\overrightarrow{\mathcal{X}} \cdot \overrightarrow{\mathcal{B}})=t_{T}=\mathbf{e}(R, S)
\end{aligned}
$$

- Eq ${ }^{m s}$ : Multi-scalar multiplication equation in $\mathbb{G}_{1}$ :

$$
\begin{aligned}
& \sum_{i=1}^{n^{\prime}} y_{i} \mathcal{A}_{i}+\sum_{i=1}^{m} \sum_{j=1}^{n^{\prime}} \gamma_{i j} y_{j} \mathcal{X}_{i}+\sum_{i=1}^{m} b_{i} \mathcal{X}_{i}=\mathcal{T} \\
& (\overrightarrow{\mathcal{A}} \cdot \vec{y})+(\overrightarrow{\mathcal{X}} . \Gamma \overrightarrow{\mathcal{Y}})+(\overrightarrow{\mathcal{X}} . \vec{b})=\mathcal{T}
\end{aligned}
$$

- $E q^{\text {qe }}:$ Quadratic equation in $\mathbb{Z}_{n}$ :

$$
\begin{aligned}
& \left.\sum_{i=1}^{n} a_{i} y_{i}\right)+\sum_{i=1}^{m^{\prime}} \sum_{j=1}^{n^{\prime}} \gamma_{i j} x_{i} y_{j}+\sum_{i=1}^{m^{\prime}} x_{i} b_{i}=t \bmod n \\
& (\vec{a} \cdot \vec{y})(\vec{x} \cdot \Gamma \vec{y})+\vec{x} \cdot \vec{b}=t \bmod n
\end{aligned}
$$

- $\Pi^{\text {niwi-GS }}=\left\langle\right.$ Prove $_{\mathbb{G}}$, Verify $\left._{\mathscr{G} S}\right\rangle$ : Groth-Sahai NIWI Proof System for relation $\mathrm{R}_{G S}$

$$
\begin{aligned}
\mathrm{R}_{G S}=\{( & x, w): \\
& x=\mathrm{Eq} \in \mathcal{G S}^{\mathrm{Eq}}, \\
& w=\left(\left\{\alpha_{i}\right\}: \alpha_{i} \in\left(\mathbb{G}_{1} \cup \mathbb{G}_{2}, \mathbb{G}_{T}\right)\right. \\
& \mathrm{Eq}[w]=\mathrm{Eq}\left[\left\{g_{i}\right\}\right]=\text { True } \\
& \}
\end{aligned}
$$

- Notation: By Eq $[w]=$ True we mean that $w$ satisfies the equation. If we need to specify the set of solution (witness) for a specific equation, Eq , we present it by $\mathrm{R}_{G S}^{\mathrm{Eq}}$.

Figure 3.8: Commutative Diagram between $\mathbb{A}_{1}, \mathbb{A}_{2}, \mathbb{A}_{T}$ and $\mathbb{B}_{1}, \mathbb{B}_{2}, \mathbb{B}_{T}$
$\xrightarrow[c]{ }$

### 3.10.2 Formal Description

We now move to a formal description of the Groth-Sahai NIWI proof system. We stress that, we explain the proof system for pairing product equation in the DLin setting, since we will use this instantiation in our research. For more details on other equations, we refer to the original paper. The content in this part is taken from [143].

We call an abelian group $(\mathbb{A},+, 0)$ a $\mathcal{R}$-module for the finite commutative ring $(\mathcal{R},+, ., 0,1)$ if there exist a scalar multiplication, that maps $(r, x) \in \mathcal{R} \times \mathbb{A}$ to an element of $r x \in \mathbb{A}$, with the following properties:
$(r+s) x=r x+s x, \quad r(x+y)=r x+r y, \quad r(s x)=(r s) x, 1 x=x$.

For example, we can mention a prime cyclic group $\mathbb{G},|\mathbb{G}|=p$, which can be considered a $\mathbb{Z}_{p}$-module.

Now for the commutative ring $\mathcal{R}$ and $\mathcal{R}$-modules $\mathbb{A}_{1}, \mathcal{A}_{2}, \mathbb{A}_{T}$ equipped with bilinear $\operatorname{map} f: \mathbb{A}_{1} \times \mathbb{A}_{2} \mapsto \mathbb{A}_{T}$ a quadratic equations over variables $x_{1}, \ldots x_{m} \in \mathbb{A}_{1}$ and $y_{1}, \ldots, y_{n} \in$ $A_{2}$ has the following form:

$$
\sum_{j=1}^{n} f\left(a_{j}, y_{j}\right)+\sum_{i=1}^{m} \sum_{j=1}^{n} \gamma_{i j} f\left(x_{i}, y_{j}\right)+\sum_{i=1}^{m} f\left(x_{i}, b_{i}\right)=t
$$

where $a_{1}, \ldots a_{n} \in \mathbb{A}_{1}, b_{1}, \ldots b_{m} \in \mathbb{A}_{2}$ and $\gamma_{i j} \in \mathcal{R}$.
In order to avoid the heavy notation, we define

$$
\vec{a}=\left(a_{1} \ldots, a_{n}\right) \in \mathbb{A}_{1}^{n}, \vec{b}=\left(b_{1}, \ldots b_{m}\right) \in \mathbb{A}_{2}^{m}, \Gamma=\left[\gamma_{i j}\right]_{n \times m} \in \mathcal{R}^{n \times m}
$$

As a result, we will obtain

$$
\vec{a} \cdot \vec{y}+\vec{x} \cdot \Gamma \cdot \vec{y}+\vec{x} \cdot \vec{b}=t
$$

where $\vec{x} \cdot \vec{y}=\sum_{i=1}^{n} f\left(x_{i}, y_{i}\right)$.
Commitment from Modules: Following the Groth-Sahai technique, to commit to the elements from $\mathcal{R}$-module $\mathbb{A}$, we first define homomorphisms ( $\mathcal{R}$-linear)

$$
\iota: \mathbb{A} \mapsto \mathbb{B} \text { and } \rho: \mathbb{B} \mapsto \mathbb{A}
$$

then we take $u_{1}, \ldots, u_{\hat{m}} \stackrel{\$}{ } \mathbb{B}$ and we let $U$ be the space generated by elements $u_{1}, \ldots, u_{n}$ i.e., $U=\left\langle u_{1}, \ldots, u_{\hat{m}}\right\rangle$. In fact, the public key for the commitment scheme will describe the $\mathcal{R}$-modulo $\mathbb{B}$ and these two homomorphisms. We require that operations in $\mathbb{B}$ and computation of the map $\iota$ are efficiently computable, but $\rho$ is hard to compute.

Then to commit $x \in \mathbb{A}$, the algorithm picks $\hat{m}$ value $\mathrm{r}_{1}, \ldots, \mathrm{r}_{\hat{m}} \stackrel{\$}{\perp} \mathcal{R}$ and output the following value as the commitment:

$$
\operatorname{Com}=\iota(x)+\sum_{i=1}^{\hat{m}} \mathrm{r}_{i} u_{i}
$$

Notation. To simplify our notation to present the commitment to elements

$$
x_{1}, \ldots, x_{m} \in \mathbb{A}
$$

we will write

$$
\begin{equation*}
\vec{c}=\iota_{1}(\vec{x})+R \vec{u} \tag{3.10}
\end{equation*}
$$

where

$$
R \in \operatorname{Mat}_{m \times \hat{m}}(\mathcal{R}), \operatorname{Com}_{i}=\iota\left(x_{i}\right)+\sum_{j=1}^{\hat{m}} \mathrm{r}_{i j} u_{j}
$$

- Commitment keys: This commitment scheme has two types of commitment keys:
- Binding key defines $\left(\mathbb{B}, \iota, \rho, u_{1}, \ldots, u_{\hat{m}}\right)$ where $\rho\left(u_{i}\right)=0$ and $\rho \circ \iota$ is nontrivial for all $i=1 \ldots, \hat{m}$.

$$
\begin{align*}
\forall i: \rho\left(u_{i}\right)=0 \Longrightarrow \rho(\mathrm{Com}) & =\rho\left(\iota(x)+\sum_{i=1}^{\hat{m}} \mathrm{r}_{i} u_{i}\right)= \\
& =\rho(\iota(x))+\sum_{i=1}^{\hat{m}} \mathrm{r}_{i} \underbrace{\rho\left(u_{i}\right)}_{0}  \tag{3.11}\\
& =\rho(\iota(x))
\end{align*}
$$

Hence the non-trivial information inside the commitment, $\rho(\iota(x))$, make the commitment is perfectly binding to $x$.

- Hiding key defines $\left(\mathbb{B}, \iota, \rho, u_{1}, \ldots, u_{\hat{m}}\right)$ where $\iota(\mathbb{A}) \subseteq\left\langle u_{1}, \ldots, u_{\hat{m}}\right\rangle$ :

$$
\begin{align*}
x \in \mathbb{A} \exists \alpha_{i} \in \mathcal{R}: \iota(x)=\sum_{i=1}^{\hat{m}} \alpha_{i} u_{i} \Longrightarrow \mathrm{Com} & =\rho\left(\iota(x)+\sum_{i=1}^{\hat{m}} \mathrm{r}_{i} u_{i}\right)= \\
& =\sum_{i=1}^{\hat{m}} \alpha_{i} u_{i}+\sum_{i=1}^{\hat{m}} \mathrm{r}_{i}\left(u_{i}\right)  \tag{3.12}\\
& =\sum_{i=1}^{\hat{m}}\left(\alpha_{i}+\mathrm{r}_{i}\right) u_{i}
\end{align*}
$$

therefore, Com perfectly hides the element x since $\mathrm{r}_{1}, \ldots, \mathrm{r}_{i}$ are chosen at random from $\mathcal{R}$.

### 3.10.3 Groth-Sahai NIWI Proofs

We now outline how to prove the satisfiability of pairing product equations and in Section 3.11 we briefly present the Groth-Sahai proof system under the Subgroup Decision assumption and DLIN assumptions for pairing product equations.

Figure 3.9: Commutative Diagram for Groth-Sahai Proofs in DLin setting


### 3.10.4 Set Up

In the setup algorithm of the Groth-Sahai Proof System, the CRS contains the commitment keys:

$$
\begin{aligned}
& \operatorname{Com}_{\text {key }}^{1}=\left(\iota_{1}, \rho_{1}, \mathbb{B}_{1}, U=\left\langle u_{1}, \ldots, u_{\hat{m}}\right\rangle\right), \\
& \operatorname{Com}_{\text {key }}^{2}=\left(\iota_{2}, \rho_{2}, \mathbb{B}_{2}, V=\left\langle v_{1}, \ldots, v_{\hat{n}}\right\rangle\right), \\
& \operatorname{Com}_{\text {key }}^{T}=\left(\iota_{T}, \rho_{T}, \mathbb{B}_{T}\right),
\end{aligned}
$$

to commit to element in $\mathbb{A}_{1}\left(\mathbb{A}_{2}\right)$.
Considering the above commitment scheme, the CRS and gk define the following parameters:

$$
\begin{aligned}
& \mathrm{gk} \mapsto\left(\mathcal{R}, \mathbb{A}_{1}, \mathrm{~A}_{2}, \mathbb{A}_{T}, f\right), \\
& \text { crs } \mapsto\left(\text { Com }_{\text {key }}^{2}, \text { Com }_{\text {key }}^{T}, \text { Com }_{\text {key }}^{T}, H_{1}, \ldots H_{k}\right)
\end{aligned}
$$

It is required that the maps are commutative as described in Figure 3.9 and except $\rho_{1}, \rho_{2}, \rho_{T}$ all maps are efficiently computable. To avoid confusion, we present the action group in groups $\mathbb{B}_{1}, \mathbb{B}_{2}, \mathbb{B}_{T}$ with $\bullet$ which results to:

$$
\vec{x} \in \mathbb{B}_{1}^{n}, \vec{y} \in \mathbb{B}_{2}^{n} \Longrightarrow \vec{x} \bullet \vec{y}=\sum_{i=1}^{n} F\left(x_{i}, y_{i}\right)
$$

The final part of the CRS is a set of matrices $H_{1}, \ldots, H_{k} \in \operatorname{Mat}_{\hat{m} \times \hat{n}}(\mathcal{R})$ that all satisfy $\vec{u} \bullet H \vec{v}=0$. The exact number $k$ depends on the concrete setting.

Now we present two different settings:
Soundness setting: In this setting, we have the binding commitment keys:

$$
\rho_{1}(\vec{u})=0, \rho_{2}(\vec{v})=0
$$

and the maps $\rho_{1} \circ \iota_{1}, \rho_{2} \circ \iota_{2}$ and $\rho_{T} \circ \iota_{T}$ are non-trivial.
Witness Indistinguishability Setting. In this setting we have the hiding commitment keys:

$$
\iota_{1}\left(\mathbb{A}_{1}\right) \subseteq\left\langle u_{1}, \ldots, u_{\hat{m}}\right\rangle, \iota_{2}\left(\mathbb{A}_{2}\right) \subseteq\left\langle v_{1}, \ldots, v_{\hat{n}}\right\rangle
$$

and also $H_{1}, \ldots, H_{k}$ generate the $\mathcal{R}$-module of all matrices $H \in \operatorname{Mat}_{\hat{m} \times \hat{n}}(\mathcal{R})$ such that:

$$
\vec{u} \bullet H \vec{v}=0 .
$$

Considering the above setting, the first step in of Groth-Sahaiproof techniques is to commit to all the variables $\vec{x}$ and $\vec{y}, \vec{c}=\iota_{1}(\vec{x})+R \vec{u}, \vec{d}=t_{2}(\vec{y})+S \vec{v}$ with $R \in M a t_{m \times \hat{m}}(\mathcal{R})$.

The second step is to show that these $\vec{c}$ and $\vec{d}$ are committed to the values that satisfy the equation.

Formal Description. Consider the relation $\mathrm{R}_{G S}$ with the equation 3.13 that has variables $\vec{x}$ and $\vec{y}$ from groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$.

$$
\begin{equation*}
\vec{a} \cdot \vec{y}+\vec{x} \cdot \Gamma \cdot \vec{y}+\vec{x} \cdot \vec{b}=t \tag{3.13}
\end{equation*}
$$

Prover and the verifier perform the following computations:


$$
\begin{aligned}
& \vec{\pi}:=R^{\top} \iota_{2}(\vec{b})+R^{\top} \Gamma_{2}(\vec{y})+R^{\top} \Gamma S \vec{v}-T^{\top} \vec{v}+\sum_{i=1}^{\eta} \mathrm{r}_{i} H_{i} \vec{v} \\
& \vec{\theta}:=S^{\top} \iota_{1}(\vec{a})+S^{\top} \Gamma^{\top} \iota_{1}(\vec{x})+T \vec{u}
\end{aligned}
$$

and return the proof $(\vec{\pi}, \vec{\theta})$

- Verifier: Return 1 if and only if:

$$
\iota_{1}(\vec{a}) \bullet \vec{d}+\vec{c} \bullet \iota_{2}(\vec{b})+\vec{c} \bullet \Gamma \vec{d}=\iota_{T}(t)+\vec{u} \bullet \vec{\pi}+\vec{\theta} \bullet \vec{v}
$$

Completeness, soundness (in the soundness setting) and witness-indistinguishable in the (in WI setting) are proved in [143].

### 3.11 Instantiation Based on the DLin Assumption

this section presents an instantiation of the Groth-Sahai NIWI-proof system based on the Decisional Linear assumption.

Recall that DLin states that given

$$
\left(g, A=g^{\alpha}, B=g^{\beta}, C=g^{r \alpha}, D=g^{s \beta}, Z\right) \in \mathbb{G}^{6}
$$

for random $\alpha, \beta, r, s$ it is hard to tell whether $Z=g^{r+s}$ or is random. (See formal definition in 6).

We now describe the proof system.

## - Equation in DLin Setting.

Pairing product equations:

$$
\mathcal{R}=\mathbb{Z}_{p}, \mathbb{A}_{1}=\mathbb{A}_{2}=\mathbb{G}, \mathbb{A}_{T}=\mathbb{G}_{T}, f(x, y)=\mathbf{e}(x, y):(\overrightarrow{\mathcal{A}} \cdot \overrightarrow{\mathcal{Y}})(\overrightarrow{\mathcal{Y}} \cdot \Gamma \overrightarrow{\mathcal{Y}})=t_{T}
$$

Multi-scalar multiplication in $\mathbb{G}$ :

$$
\mathcal{R}=\mathbb{Z}_{p}, \mathbb{A}_{1}=\mathbb{Z}_{p}, \mathbb{A}_{2}=\mathbb{G}, \mathbb{A}_{T}=\mathbb{G}, f(x, \mathcal{Y})=x \mathcal{Y}: \vec{a} \cdot \overrightarrow{\mathcal{Y}}+\vec{x} \overrightarrow{\mathcal{B}}+\vec{x} \cdot \Gamma \overrightarrow{\mathcal{Y}}=\mathcal{T}
$$

Quadratic equations:

$$
\begin{equation*}
\mathcal{R}=\mathbb{Z}_{p}, \mathbb{A}_{1}=\mathbb{Z}_{p}, \mathbb{A}_{2}=\mathbb{Z}_{p}, \mathbb{A}_{T}=\mathbb{Z}_{p}, f(x, y)=x y: \vec{x} \cdot \vec{b}+\vec{x} \cdot \Gamma \vec{x}=t \tag{3.14}
\end{equation*}
$$

- Commitment Keys. We will now describe how to commit to elements in $\mathbb{Z}_{p}$ and G.

1. The commitments will belong to the $\mathbb{Z}_{p}$-module $\mathbb{B}=\mathbb{G}^{3}$ formed by entry-wise action.
2. For two integers $\alpha, \beta{ }^{\$} \mathbb{Z}_{p}$ we define

$$
\mathcal{U}=g^{\alpha}, \mathcal{O}=1_{\mathbb{G}}, \mathcal{V}=g^{\beta} \in \mathbb{G}
$$

3. The commitment key is of the form

$$
u_{1}=\left(A=g^{\alpha}, \mathcal{O}, g\right), u_{2}=\left(\mathcal{O}, B=g^{\beta}, g\right),\left\{\begin{array}{l}
u_{3}=\left(A^{r}, B^{s}, g^{r+s}\right) ; \quad \text { Binding Setting } \\
u_{3}=\left(A^{r}, B^{s}, g^{r+s-1}\right) ; \text { Hiding Setting }
\end{array}\right.
$$

And the two maps:

$$
\begin{array}{ll}
\iota: \mathbb{G} \mapsto \mathbb{G}^{3} ; & \iota(Y)=(0,0, Y), \\
\rho: \mathbb{G}^{3} \mapsto \mathbb{G} ; & \rho\left(Z_{1}, Z_{2}, Z_{3}\right)=Z_{3} \cdot Z_{1}^{-\frac{1}{\alpha}} \cdot Z_{2}^{\frac{1}{\beta}} .
\end{array}
$$

To commit to some $Y \in \mathbb{G}$ we pick three random numbers $r_{1}, r_{2}, r_{3}$ and obtain

$$
\operatorname{Com}(Y)=\iota(Y)=\sum_{i=1}^{3} \mathrm{r}_{i} u_{i} .
$$

If $u_{1}, u_{2}, u_{3}$ are linearly independent we obtain a perfectly hiding commitment scheme:

## - Perfectly hiding:

$$
\begin{aligned}
\operatorname{Com}: \mathbb{G} & \mapsto \mathbb{G}_{3} \\
\operatorname{Com}(Y) & =(0,0, Y)+\mathrm{r}_{1}(A, \mathcal{O}, g)+\mathrm{r}_{2}(\mathcal{O}, B, g)+\mathrm{r}_{3}\left(A^{r}, B^{s}, g^{r+s-1}\right) \\
& =\left(A^{r_{1}+r r_{3}}, B^{r_{2}+r_{3} s}, g^{r_{1}+r_{2}+r_{3}(r+s-1)}+Y\right)
\end{aligned}
$$

- Perfectly binding: In case of binding key $\rho \circ \iota=\mathbb{\square}$

$$
\begin{aligned}
& \operatorname{Com:~} \mathbb{G} \mapsto \mathbb{G}_{3} \\
& \begin{aligned}
\operatorname{Com}(Y) & =(0,0, Y)+\mathrm{r}_{1}(A, \mathcal{O}, g)+\mathrm{r}_{2}(\mathcal{O}, B, g)+\mathrm{r}_{3}\left(A^{r}, B^{s}, g^{r+s}\right) \\
& =\left(A^{r_{1}+r r_{3}}, B^{r_{2}+r_{3} s}, g^{r_{1}+\mathrm{r}_{2}+\mathrm{r}_{3}(r+s)}+Y\right)
\end{aligned}
\end{aligned}
$$

Which is the encryption of ( $Z_{1}, Z_{2}, Z_{3}$ ) respect to BBS Linear-Encryption (See 2.7.2.3) with key $\mathrm{pk}=\left(\mathcal{U}, \mathcal{V}, \mathcal{H}=g^{\alpha \beta}\right)$, sk $=(\alpha, \beta)$.
To commit to an exponent, an integer, $x \in \mathbb{Z}_{p}$, we define, $u=u_{3}+(0,0, g), \iota(x)=$ $x u$ and $\rho\left(c_{1}, c_{2}, c_{3}\right)=\log _{g}\left(c_{3}-\frac{1}{\alpha} c_{1}-\frac{1}{\beta} c_{2}\right)$ and then the commitment is $\operatorname{Com}(x)=w u+\mathrm{r}_{1} u_{1}+\mathrm{r}_{2} u_{2}$.

- Common Reference String: We consider $\left(\mathbb{A}_{1}=\mathbb{A}_{2}=\mathbb{A}_{T}=\mathbb{Z}_{p}\right)$ for exponents, $\left(\mathbb{A}_{1}, \mathbb{A}_{2}=\right.$ $\left.\mathbb{Z}_{p}, \mathbb{A}_{T}=\mathbb{G}_{T}\right)$ for group elements and $\left(\mathbb{B}_{1}=\mathbb{B}_{2}=\mathbb{G}^{3}, \mathbb{B}_{T}=\mathbb{G}_{T}^{9}\right)$ for the target groups. Considering the original bilinear map $\mathbf{e}: \mathbb{G} \times \mathbb{G} \mapsto \mathbb{G}_{T}$ defined by the group generator $\mathcal{G}\left(1^{\ell}\right)$, we define the following bilinear maps:

$$
\begin{gathered}
\tilde{F}\left(\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right),\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)\right)=\left(\begin{array}{lll}
f\left(x_{1}, y_{1}\right) & f\left(x_{1}, y_{2}\right) & f\left(x_{1}, y_{3}\right) \\
f\left(x_{2}, y_{1}\right) & f\left(x_{2}, y_{2}\right) & f\left(x_{2}, y_{3}\right) \\
f\left(x_{3}, y_{1}\right) & f\left(x_{3}, y_{2}\right) & f\left(x_{3}, y_{3}\right)
\end{array}\right): \\
\\
F=(x, y)=\frac{1}{2} \tilde{F}(x, y)+\frac{1}{2} \tilde{F}(y, x) .
\end{gathered}
$$

where:

$$
\begin{aligned}
& \text { For exponents: } \quad x, y \in \mathbb{Z}_{p}: f(x, y)=x \cdot y \bmod p \\
& \text { For group elements: } x, y \in \mathbb{Z}_{p}: f(x, y)=\mathbf{e}(x, y)
\end{aligned}
$$

We use the notation • and $\tilde{\bullet}$ for $F$ and $\tilde{F}$ respectively, as the underlying bilinear maps.

- Maps for each equation

1. Pairing Product Equation:

$$
\begin{aligned}
& \iota_{T}(z): \mathbb{Z}_{p} \mapsto \mathbb{G}^{9}, \quad \iota_{T}(z)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & z
\end{array}\right) \\
& \rho_{T}: \mathbb{G}^{9} \mapsto \mathbb{Z}_{p}, \quad \rho_{T}\left(\left(\begin{array}{lll}
z_{11} & z_{12} & z_{13} \\
z_{21} & z_{22} & z_{23} \\
z_{31} & z_{32} & z_{33}
\end{array}\right)\right)=z_{33} z_{13}^{-\frac{1}{\alpha}} z_{23}^{-\frac{1}{\beta}}\left(z_{31} z_{11}^{-\frac{1}{\alpha}} z_{21}^{-\frac{1}{\beta}}\right)^{-\frac{1}{\alpha}}\left(z_{32} z_{12}^{-\frac{1}{\alpha}} z_{22}^{-\frac{1}{\beta}}\right)^{-\frac{1}{\beta}}
\end{aligned}
$$

## H-matrices for $F$ :

$$
H_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), H_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & -1 & 0
\end{array}\right), H_{3}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)
$$

2. Multi Scalar Equation:

$$
\begin{aligned}
& \iota_{T}^{\mathrm{ms}}(\mathcal{Z}): \mathbb{Z}_{p} \mapsto \mathbb{G}^{9}, l_{T}^{\mathrm{ms}}(\mathcal{Z})=\tilde{F}\left(\iota^{\prime}(1), \iota(\mathcal{Z})\right)=\tilde{F}(u,(\mathcal{O}, \mathcal{O}, \mathcal{Z})) \\
& \rho_{T}^{\mathrm{ms}}: \mathbb{G}^{9} \mapsto \mathbb{Z}_{p}, \quad \rho_{T}^{\mathrm{ms}}=\mathbf{e}^{-1}\left(\rho_{T}(z)\right) \text { where } \mathbf{e}^{-1}(\mathbf{e}(g, \mathcal{Z})):=\mathcal{Z} .
\end{aligned}
$$

In the soundness setting $\rho_{T}^{\mathrm{ms}} \cdot \iota_{T}^{\mathrm{ms}}=\square_{\mathbb{G}}$
3. Quadratic Equation in $\mathbb{Z}_{p}$
$\tilde{\iota}^{\mathrm{q}}(z): \mathbb{Z}_{p} \mapsto \mathbb{G}^{9}, \iota_{T}^{q}(\mathcal{Z})=\tilde{F}\left(\iota^{\prime}(1), \iota^{\prime}(z)\right)$
$\iota_{T_{\mathrm{q}}}^{\mathrm{q}}(z): \mathbb{Z}_{p} \mapsto \mathbb{G}^{9}, \quad \iota_{T_{z, \mathrm{q}}}^{\iota^{2}}(\mathcal{Z})=\tilde{F}\left(\iota^{\prime}(1), \iota^{\prime}(z)\right)$
$\rho_{T}^{\mathrm{q}}: \mathbb{G}^{9} \mapsto \mathbb{Z}_{p}, \quad \rho_{T}^{\mathrm{z.q}}=\log _{\mathbf{e}(g, g)}\left(\rho_{T}(z)\right)$.

In the soundness setting $\rho_{T}^{q} \cdot \iota_{T}^{q}=\mathbb{Z}_{\mathbb{Z}_{p}}$

## - NIWI proof

1. Setup: $\mathcal{G}\left(1^{\ell}\right) \mapsto \mathrm{gk}=\left(p, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g\right)$
2. Soundness String On input gk return crs := $\left(u_{1}, u_{2}, u_{3}\right)$ for random integers $\alpha, \beta \stackrel{\$}{\stackrel{\mathbb{Z}}{p}}{ }_{p}^{*}$ and $r, s \stackrel{\$}{-} \mathbb{Z}_{p}$

$$
u_{1}=\left(A=g^{\alpha}, \mathcal{O}, g\right), u_{2}=\left(\mathcal{O}, B=g^{\beta}, g\right), u_{3}=\left(A^{r}, B^{s}, g^{r+s-1}\right)=r u_{1}+s u_{2}
$$

3. Witness Indistinguishability String: On input gk return crs $:=\left(u_{1}, u_{2}, u_{3}\right)$ for random integers $\alpha, \beta \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{*}$ and $r, s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ $u_{1}=\left(A=g^{\alpha}, \mathcal{O}, g\right), u_{2}=\left(\mathcal{O}, B=g^{\beta}, g\right), u_{3}=\left(A^{r}, B^{s}, g^{r+s}\right)=r u_{1}+s u_{2}-(\mathcal{O}, \mathcal{O}, g)$

- Prover: On input $x=\mathrm{gk}, \mathrm{crs}, \mathrm{E}$ and $w=\vec{x}, \overrightarrow{\mathcal{Y}}$, the algorithm takes the following steps:

1. Commit to the integers $\vec{x} \in \mathbb{Z}_{p}^{m}$ and the group elements $\overrightarrow{\mathcal{Y}} \in \mathbb{G}^{n}$ by randomly


$$
\vec{c}=\iota^{\prime}(\vec{x})+R \vec{v}, \vec{d}=\iota(\overrightarrow{\mathcal{Y}})+S \vec{u}
$$

2. For each pairing product equation of the form, $(\overrightarrow{\mathcal{A}} \cdot \overrightarrow{\mathcal{Y}})(\overrightarrow{\mathcal{Y}} \cdot \Gamma \overrightarrow{\mathcal{Y}})=t_{T}$ generates a proof using the map $F$ and random integers $r_{1}, r_{2}, r_{3} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ :

$$
\vec{\Phi}:=S^{\top} \iota(\overrightarrow{\mathcal{A}})+S^{\top}\left(\Gamma+\Gamma^{\top}\right) \iota(\overrightarrow{\mathcal{Y}})+S^{\top} \Gamma S(\vec{u})+\sum_{i=1}^{3} \mathrm{r}_{i} H_{i} \vec{u}
$$

for each linear equation $\overrightarrow{\mathcal{A}} \cdot \overrightarrow{\mathcal{Y}}=t_{T}$, by using map $\tilde{F}$ generates the proof:

$$
\vec{\pi}=\overrightarrow{0}, \vec{\theta}=S^{\top} \iota(\overrightarrow{\mathcal{A}})
$$

3. For each multi-scalar multiplication equation generates a proof using the map $F$ and random integers $r_{1}, r_{2}, r_{3} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ to build $R$, and we let $R^{\prime}$ be R 3.10 with an appended 0-row. The proof is:

$$
\vec{\Phi}:=\left(R^{\prime}\right)^{\top} \iota(\overrightarrow{\mathcal{B}})+\left(R^{\prime}\right)^{\top}(\Gamma) \iota(\overrightarrow{\mathcal{Y}})+S^{\top} \iota^{\prime}(\vec{a})+S^{\top} \Gamma^{\top} \iota^{\prime}(\vec{x})+\left(R^{\prime}\right)^{\top} \Gamma S \vec{u}+\sum_{i=1}^{3} \mathrm{r}_{i} H_{i} \vec{u} .
$$

- Verifier: The verifier needs to check if the following equation does hold on input (gk, crs), $\vec{c}, \vec{d}$ and proof $\Phi$ for each equation as follows:

1. For each pairing product equation:

$$
\iota(\overrightarrow{\mathcal{A}}) \bullet \vec{d}+\vec{d} \bullet \Gamma \vec{d}=\iota_{T}\left(t_{T}\right)+\vec{u} \bullet \vec{\Phi}
$$

2. For each linear equation $\mathcal{A} \cdot \overrightarrow{\mathcal{Y}}=t_{T}$ :

$$
\iota(\overrightarrow{\mathcal{A}}) \tilde{\bullet} \vec{d}=\iota_{T}\left(t_{T}\right)+\iota_{T}\left(t_{T}\right)+\iota(\vec{\phi}) \tilde{\bullet} \vec{u} .
$$

3. For multi-scalar multiplication:

$$
\iota^{\prime}(\vec{a}) \bullet \vec{d}+\vec{c} \bullet \iota(\overrightarrow{\mathcal{B}})+\vec{c} \bullet \Gamma \vec{d}=\iota_{T}^{\mathrm{ms}}(\mathcal{T})+\vec{u} \bullet \vec{\Phi} .
$$

4. For each linear equation $\vec{a} \cdot \overrightarrow{\mathcal{Y}}=\mathcal{T}$ :

$$
\iota(\vec{a})^{\prime} \cdot \vec{d}=\iota_{T}^{m s}(\mathcal{T})+\iota^{\prime}(\vec{\Phi}) \tilde{\bullet} \vec{u} .
$$

5. For each linear equation $\vec{x} \cdot \overrightarrow{\mathcal{B}}=\mathcal{T}$ :

$$
\iota(\vec{c}) \tilde{\bullet}_{\iota}(\mathcal{B})=\iota_{T}^{m \mathrm{~s}}(\mathcal{T})+\vec{v} \tilde{v}_{\iota}(\Phi) .
$$

6. For each quadratic equation:

$$
\vec{c} \bullet \iota^{\prime}(\vec{b})+\vec{c} \bullet \Gamma \vec{c}=\iota_{T}^{\prime}(t)+\vec{v} \bullet \vec{\Phi} .
$$

7. For each linear equation $\vec{x} \cdot \vec{b}=t$ :

$$
\vec{c}_{\bullet} \iota^{\prime}(\vec{b})=\iota_{T}^{\prime}(t)+\vec{v} \tilde{\bullet}_{\iota}(\vec{\Phi}) .
$$

Theorem 3.11.1. [143] The above protocol is a NIWI proof with perfect completeness, perfect soundness and composable witness-indistinguishability for satisfiability of a set of equations over a bilinear group where the DLin problem is hard.

Additional Note. In the improvement of Groth-Sahai technique in [96] they replace replace some of the commitments with ElGamal encryptions, which reduces the prover's computation and for some types of equations, reduces the proof size in SXDH setting 8, the one that we will use in section 8 .

### 3.12 OR Statements

${ }^{1}$ Some of our relations of Section 5.4 consist of a generalized form of disjunction (OR) of two predicates, let us say $P_{1}$ and $P_{2}$. Suppose that we have equivalent systems of equations for each of the two predicates that are a system of equations $E_{1}$ (resp. $E_{2}$ ) representing predicate $P_{1}$ (resp. $P_{2}$ ). Consider the following relation:

$$
\begin{aligned}
\mathrm{R}_{O R}= & \left\{(x, w) \mid x=\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right), w=\left(\mathrm{idx}, w_{1}, w_{2}\right): \mathrm{idx} \in\{1,2\} \wedge\right. \\
& \left.\left(\mathrm{E}_{\mathrm{idx}}, w_{\mathrm{idx}}\right) \in \mathrm{R}_{E} \wedge w_{\mathrm{idx}} \in \mathbb{G}^{3}\right\},
\end{aligned}
$$

where $i \bar{d} \times$ means $\{1,2\} /\{i d x\}$.
Notice that the relation is not exactly a disjunction of pairing product equations because we need to make sure that the statement that holds is the one selected by the index in the witness, so we cannot use the technique of Groth [139] and we will follow a different approach.

[^5]By hypothesis, $\mathcal{P}_{G S}$ takes as input a system of equations $E$ as a statement and a solution $\left(g_{1}, \ldots, g_{m}\right)$ as a witness and provides a NIWI-proof of membership of $(\mathrm{E}, w) \in \mathrm{R}_{E}$. Therefore, to use NIWI $_{G \mathscr{S}}$ to generate a NIWI-proof for relation $\mathrm{R}_{O R}$, we need to define a third system of equation $E_{O R}$ with the following properties:

1. $\mathrm{E}_{\mathrm{OR}} \approx \mathrm{R}_{O R}$. With this notation, we mean that there are two efficiently computable functions $f$ and $g$ such that:

$$
\begin{gathered}
\exists w=\left(\mathrm{idx}, w_{1}, w_{2}\right)\left(x=\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right), w\right) \in \mathrm{R}_{O R} \Leftrightarrow \exists \tilde{w}\left(\mathrm{E}_{\mathrm{OR}}=f(x), \tilde{w}\right) \in \mathrm{R}_{E} . \\
(x, w) \in \mathrm{R}_{O R} \Rightarrow(f(x), g(x, w)) \in \mathrm{R}_{O R} .
\end{gathered}
$$

The latter properties guarantee that a proof for relation $\mathrm{R}_{\text {OR }}$ computed using NIWI $_{G \in S}$ satisfies completeness and soundness. For WI to hold, we need the following property.
2. The function $f$ is efficiently invertible.

Now we show how to construct the system of equations $\mathrm{E}_{\mathrm{OR}}$ with the properties above. Consider two systems of pairing product equations $E_{1}$ and $E_{2}$ - same structure as in 3.7. For simplicity, we assume the equations are over two variables (the general case is straightforward).

$$
\mathrm{E}_{1}: \mathbf{e}\left(\mathcal{X}_{1}, a_{1}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2}, a_{2}\right)=\tau_{1}, \mathrm{E}_{2}: \mathbf{e}\left(\mathcal{Y}_{1}, b_{1}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, b_{2}\right)=\tau_{2}
$$

We define the new system of equations $\mathrm{E}_{\mathrm{OR}}$ with 4 new variables $\mathcal{Z}_{11}, \mathcal{Z}_{12}, \mathcal{Z}_{21}, \mathcal{Z}_{22}$ as follows:

$$
\mathrm{E}_{\mathrm{OR}}:\left\{\begin{array}{l}
\mathbf{e}\left(\mathcal{X}_{1}, a_{1}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2}, a_{2}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{12}\right)=\tau_{1} \\
\mathbf{e}\left(\mathcal{Y}_{1}, b_{1}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, b_{2}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{21}, \mathcal{Z}_{22}\right)=\tau_{2} \\
\mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{22}\right)=1 \\
\mathbf{e}\left(\mathcal{Z}_{11}, g\right) \cdot \mathbf{e}\left(\mathcal{Z}_{\text {idx }}, g\right)=\mathbf{e}(g, g) \\
\mathbf{e}\left(\mathcal{Z}_{22}, g\right) \cdot \mathbf{e}\left(\mathcal{Z}_{\text {idx }}, g\right)=\mathbf{e}\left(g^{2}, g\right)
\end{array}\right.
$$

Analysis of the equations: Consider

$$
\left(\mathcal{Z}_{\mathrm{idx}} \hookleftarrow \mathrm{~g}_{\mathrm{idx}}, \mathcal{X}_{1} \hookleftarrow \mathrm{~g}_{1}, \mathcal{X}_{2} \hookleftarrow \mathrm{~g}_{2}, \mathcal{Y}_{1} \hookleftarrow g_{3}, \mathcal{Y}_{2} \hookleftarrow g_{4}, \mathcal{Z}_{11} \hookleftarrow g_{11}, \ldots, \mathcal{Z}_{22} \hookleftarrow g_{22}\right)
$$

as a solution for $\mathrm{E}_{\mathrm{OR}}$. So, there exist values $\mathrm{idx}, z_{11}, z_{22} \in \mathbb{Z}_{p}$ such that

$$
g_{i d x}=g^{\mathrm{idx}}, g_{11}=g^{z_{11}}, g_{22}=g^{z_{22}}
$$

and for $t \in[k]$ there exist values $\alpha_{t}$ such that $\tau_{t}=\mathbf{e}\left(g, \alpha_{t}\right)$.

$$
\begin{aligned}
& \bullet \mathbf{e}\left(\mathcal{Z}_{11}, g\right) \cdot \mathbf{e}\left(\mathcal{Z}_{i d x}, g\right)=\mathbf{e}(g, g) \Rightarrow \mathbf{e}\left(g^{z_{11}+i d x-1}, g\right)=1 \\
& \quad \Rightarrow z_{11}=1-\mathrm{idx} \text { and similarly } z_{22}=2-\mathrm{idx} . \\
& \text { - } \mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{22}\right)=1 \Rightarrow\left(z_{11}=0 \vee z_{22}=0\right) \\
& \text { - } z_{11}=0 \wedge z_{11}=1-\mathrm{idx} \Rightarrow \mathbf{e}\left(\mathcal{X}_{1} \hookleftarrow g_{1}, a_{1}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2} \hookleftarrow g_{2}, a_{2}\right)=\tau_{1} \\
& \quad \Rightarrow\left(E_{1}\left[g_{1}, g_{2}\right]=\operatorname{True} \wedge \mathrm{idx}=1\right) \\
& \text { - Similarly, } z_{22}=0 \wedge z_{22}=2-\mathrm{idx} \\
& \quad \Rightarrow \mathbf{e}\left(\mathcal{Z}_{21}, \mathcal{Z}_{22}\right)=1 \Rightarrow\left(\mathrm{E}_{2}\left[g_{3}, g_{4}\right]=\text { True } \wedge \mathrm{idx}=2\right)
\end{aligned}
$$

The above facts imply that:

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{OR}}\left[\left(g_{\mathrm{idx}}, g_{1}, \ldots, g_{4}, g_{11}, \ldots, g_{22}\right)\right]=\text { True } \Rightarrow \\
& \qquad\left(\left(\mathrm{E}_{1}\left[g_{1}, g_{2}, \alpha_{1}\right]=\text { True } \wedge \mathrm{idx}=1\right) \vee\left(\mathrm{E}_{2}\left[g_{3}, g_{4}, \alpha_{2}\right]=\text { True } \wedge \mathrm{idx}=2\right)\right),
\end{aligned}
$$

as it was to show. It is also easy to see that the previous transformation is efficiently invertible.

For the other direction, suppose w.l.o.g that $w_{1}=\left(g_{1}, g_{2}, \alpha_{1}\right)$ is a solution to $x=\mathrm{E}_{1}$ (the other case is symmetrical, and we omit it), namely $\left(x, w_{1}\right) \in$ R. Suppose also that $w_{2}=\left(g_{3}, g_{4}, \alpha_{2}\right) \in \mathbb{G}^{3}$ is an arbitrary triple of elements of $\mathbb{G}$. Therefore $\left(1, w_{1}, w_{2}\right)$ is a witness to ( $\mathrm{E}_{1}, \mathrm{E}_{2}$ ) with respect to relation $\mathrm{R}_{\text {OR }}$. Then, setting

$$
\left(\mathcal{Z}_{\text {idx }} \hookleftarrow g^{1}, \mathcal{X}_{1} \hookleftarrow g_{1}, \mathcal{X}_{2} \hookleftarrow g_{2}, \mathcal{Y}_{1} \hookleftarrow g^{0}, \mathcal{Y}_{2} \hookleftarrow g^{0}, \mathcal{Z}_{11} \hookleftarrow g^{0}, \mathcal{Z}_{12} \hookleftarrow g^{1}, \mathcal{Z}_{21} \hookleftarrow \alpha_{2}, \mathcal{Z}_{22} \hookleftarrow g^{1}\right),
$$

we have that:

$$
\mathrm{E}_{\mathrm{OR}}\left[\left(g_{\mathrm{idx}}, g_{1}, \ldots, g_{4}, g_{11}, \ldots, g_{22}\right)\right]=\text { True. }
$$

(Notice that we implicitly defined a transformation $g$ as needed.)
OR proof in the general case. If the number of pairing products $(m)$ in each of the two equations is greater than 1 , such as:

$$
\mathrm{E}_{1}:\left\{\begin{array}{l}
\mathbf{e}\left(\mathcal{X}_{1}, a_{1}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2}, a_{2}\right)=\tau_{1} \\
\mathbf{e}\left(\mathcal{X}_{1}, a_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2}, a_{2}^{\prime}\right)=\tau_{1}^{\prime}
\end{array}, \mathrm{E}_{2}:\left\{\begin{array}{l}
\mathbf{e}\left(\mathcal{Y}_{1}, b_{1}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, b_{2}\right)=\tau_{2} \\
\mathbf{e}\left(\mathcal{Y}_{1}, b_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, a_{2}^{\prime}\right)=\tau_{2}^{\prime}
\end{array}\right.\right.
$$

then $E_{\text {OR }}$ can be defined as:

$$
\mathrm{E}_{\mathrm{OR}}:\left\{\begin{array}{l}
\mathbf{e}\left(\mathcal{X}_{1}, a_{1}\right) \cdot \mathbf{e}\left(\mathcal{X}_{1}, a_{2}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{12}\right)=\tau_{1} \\
\mathbf{e}\left(\mathcal{X}_{1}, a_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{X}_{2}, a_{2}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{13}\right)=\tau_{1}^{\prime} \\
\mathbf{e}\left(\mathcal{Y}_{1}, b_{1}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, b_{2}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{21}, \mathcal{Z}_{22}\right)=\tau_{2} \\
\mathbf{e}\left(\mathcal{Y}_{1}, b_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{Y}_{2}, b_{2}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{Z}_{23}, \mathcal{Z}_{22}\right)=\tau_{2}^{\prime} \\
\mathbf{e}\left(\mathcal{Z}_{11}, \mathcal{Z}_{22}\right)=1 \\
\mathbf{e}\left(\mathcal{Z}_{11}, g\right) \cdot \mathbf{e}\left(\mathcal{Z}_{\text {idx }}, g\right)=\mathbf{e}(g, g) \\
\mathbf{e}\left(\mathcal{Z}_{22}, g\right) \cdot \mathbf{e}\left(\mathcal{Z}_{\text {idx }}, g\right)=\mathbf{e}\left(g^{2}, g\right)
\end{array}\right.
$$

## Chapter 4

## Perfect Inner Product Encryption Schemes

"One of the basic rules of the universe is that nothing is PERFECT."<br>Stephen Hawking

The path toward developing a functional encryption scheme capable of handling all polynomial-time predicates began with an Identity-Based Encryption scheme, and it has a steppingstone, Inner Product Encryption scheme.
In this section, we formalize the concept of the Inner product encryption scheme as a particular case of the functional encryption scheme. We begin by reviewing the definition and various security concepts in the context of a functional encryption scheme, and then we present our perfectly correct inner product encryption scheme.
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### 4.1 Functional Encryption Scheme

Functional encryption is a new encryption paradigm that emerged from a series of refinements of the traditional encryption concept, namely, the "all-or-none" approach toward "fine-grained access" to information. In other words, it enables the data owner to control how much of the data each user can access in a decentralized fashion. The concept of Functional encryption (FE for short) was first proposed by Sahai and Waters [229] and formalized independently by Boneh, Sahai and Waters [55] and O'Neil [214], and later, new perspectives on security definitions for functional encryption, presented in [14, 133].

### 4.1.1 Introduction

Informally in an FE scheme, the holder of the master secret key (MSK) can issue tokens associated with some function $f$. Later this token, tok $_{f}$, allows a user to learn the function of the original message, $f(m)$ rather than the message $m$ itself. Furthermore, the security notion of FE guarantee that only $f(m)$ is learnt about $m$ and nothing else.

As with classical encryption, functional encryption is classified into two broad categories: private settings, also known as symmetric FE, which use a single master key MSK, and public-key settings, which use a pair of master keys (MPK, MSK), the public master key and the secret master key.

In public-key FE, anyone can encrypt the message using the master public key, while only the owner of the secret token can retrieve an evaluation of the original message. In contrast, there is no master public key in the private setting, and the encryption algorithm also requires some secret input to encrypt the message [23, 24]. Therefore, we stress that our research mainly focuses on the public-key setting for the functional encryption scheme.

Prior to the formal introduction of the functional encryption scheme, there had been cryptosystems that may be considered special cases of Functional encryption schemes.

It is straightforward to see that, Identity-Based Encryption [53, 81, 234], Hidden Vector Encryption, public-key encryption with keyword search [59, 6], attribute-based encryption [18, 229, 47, 134], and predicate encryption [56, 189, 173, 213], can be elegantly expressed as a functional encryption scheme with particular functionalities.

Regardless of the examples given above, achieving generic functional encryption that provides an adequate level of security for any functionality is a complex and difficult research subject. Some existing constructions are based on strong and impractical assumptions, while others restrict the security notion.

For instance, the FE proposed in $[114,116]$ and $[62,115]$ is based on multi-linear maps and indistinguishability obfuscation, respectively. Additionally, as an example of restriction security notion, we can mention FE schemes in [130, 133, 228], which put an upper bound on the number of tokens that the adversary can query. As a result of the above argument, we can conclude that investigating functional encryption schemes with specific functionality would be more promising.

Outline. In Section 4.2 we give a formal introduction of a functional encryption system and its security notion. Following that, in Section 4.3 we present a brief overview of some sub-classes of FE. In Section 4.4, we formally introduce the inner product encryption scheme. In Section 4.5 we present a technical overview of our research process toward building a perfect correct IPE. This section explains our study methodology by
highlighting the challenge involved with perfect correctness. Following the technical overview, we present our perfect internal product encryption scheme in Section 4.6. Finally, this chapter ends with a security proof of our system based on the standard assumptions in Section 4.7. We would like to emphasize that the research presented in this chapter was previously published in (PKC-2020) [242] ${ }^{1}$.

### 4.2 Functional Encryption; Formal Definition

For $\ell \in \mathbb{N}$, let $\mathcal{F}=\left\{\mathcal{F}_{\ell}\right\}_{\ell}, \mathcal{K}=\left\{\mathcal{K}_{\ell}\right\}_{\ell}, \mathcal{M}=\left\{\mathcal{M}_{\ell}\right\}_{\ell}$ and $\mathcal{R}=\left\{\mathcal{R}_{\ell}\right\}_{\ell}$ denote ensembles of finite sets with index of security parameter $\ell \in \mathbb{N}$. The functionality ensemble $\mathcal{F}=\left\{\mathcal{F}_{\ell}\right\}_{\ell}$ is defined over $\left(\mathcal{K}_{\ell}, \mathcal{M}_{\ell}\right)$ which is a collection of functions $f$ described as a (deterministic) Turing machine:

$$
f \in \mathcal{F}_{\ell}, f: \mathcal{K}_{\ell} \times \mathcal{M}_{\ell} \mapsto \mathcal{R}_{\ell} .
$$

The ensemble $\mathcal{K}=\left\{\mathcal{K}_{\ell}\right\}$ is called the key space, and $\mathcal{M}_{\ell}$ is called the message space. We define the functional encryption scheme concerning to the functionality $\mathcal{F}$ as follows:
Definition 30 (Functional Encryption Scheme). A functional encryption scheme (FE) for the class offunctionality $\mathcal{F}$ is a tuple of PPT algorithms $\Pi^{\mathrm{FE}}=\langle$ Setup, TokGen, Enc, Dec $\rangle$, detailed as below:

- Set up is a probabilistic algorithm that takes security parameters and generates a pair of master public key and master secret key:

$$
(M P C, M S K) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)
$$

- Token generator is a probabilistic algorithm that on input master keys and the function $f \in \mathcal{F}_{\ell}$, output the token tok $_{f}$ :

$$
\operatorname{tok}_{f} \leftarrow \operatorname{TokGen}(\mathrm{MSK}, f) .
$$

- Encryption is a probabilistic algorithm that encrypts message $m \in \mathcal{M}_{\ell}$ with respect to the master public key:

$$
\mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{MPK}, m) .
$$

- Decryption is a deterministic algorithm that takes a ciphertext, ct, function $f \in$ $\mathcal{F}_{\ell}$ and its secret token, to $_{f}$, as input and outputs a value from the range set or a symbol $\perp$ as a sign of the failure:

$$
\operatorname{Dec}\left(\mathrm{ct}, \mathrm{tok}_{f}\right) \mapsto y \in \mathcal{R}_{\ell} \operatorname{Or} \perp .
$$

Security Properties. A functional encryption scheme requires to have the following properties:

- Correctness: The output of the decryption algorithm is evaluation of the original message, $m$, for all function $f \in \mathcal{F}_{\ell}$, except with negligible probability over the randomness of set up, token-generation and encryption algorithms:

$$
\operatorname{Pr}\left[\operatorname{Dec}\left(\operatorname{tok}_{f}, f, \mathrm{ct}\right)=F(f, m)=f(m) \left\lvert\, \begin{array}{c}
(\mathrm{MPK}, \mathrm{MSK}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right) \\
c t=\operatorname{Enc}(\operatorname{MPK}, m) \\
\operatorname{tok}_{f} \leftarrow \operatorname{TokGen}(\operatorname{MSK}, f)
\end{array}\right.\right] \quad \geq 1-\operatorname{negl}(\ell)
$$

[^6]- Security: Intuitively, FE's security captures that given the encrypted message $m$ and the token for function $f$, the only information the adversary learned is evaluation $f(m)$. In addition to the security requirement in traditional encryption, functional encryption needs to be secure in the presence of key holder collusion, which means that malicious users should not be able to combine their secret keys to obtain unauthorized information [14].
Moreover, when it comes to security in the context of a functional encryption scheme, we need to consider the "security guarantee" and "the adversarial model", and the level of privacy regarding to the functionality and its token.
In the following, we present the formal definition and framework for security notion in the context of functional encryption schemes in the various models.


### 4.2.1 Security Notions in the Context of FE

Two approaches capture the security notion for functional encryption scheme; simulationbased security, (denoted by SIM-based) and indistinguishability-based security, a.k.a., game-based security, (denoted by IND-based), both of which can be considered with the flavor of adaptive versus non-adaptive, one versus many and fully versus selectively secure [55, 133, 214].

### 4.2.1.1 Simulation-Based Security

Simulation-based security requires that an efficient algorithm, simulates the adversary's view. This simulator, only has access to the token-generator oracle and some function evaluation on the corresponding message, $m$. It does not, however, receive the message $m$ as input. As a result, if the PPT adversary cannot distinguish between its real view and the simulation view provided by the simulation, it implies that the adversary cannot learn anything other than message evaluation because the simulator does not know the message $m$.

Simulation-based security notion also has different flavours; here, we give a formal definition for the many-message simulation-based security against an adaptive adversary, which is the strongest notion of security.

Consider two experiments in Figure 4.1; the left is the real game between the adversary, and the challenger and the right is between the adversary, and the simulator.

Figure 4.1: Many-message Simulation-based experiments against adaptive adversary

| $\operatorname{Exp}_{\mathcal{A}}^{\text {real }}\left(1^{\ell}\right)$ | $\operatorname{Exp}_{\mathcal{A}}^{\text {idea }}\left(1^{\ell}\right)$ |
| :---: | :---: |
| $1:(\mathrm{MPK}, \mathrm{MSK}) \leftarrow \mathrm{FE} . \operatorname{Setup}\left(1^{\ell}\right)$ | $1: \operatorname{MPK} \leftarrow \operatorname{Sim}\left(1^{\ell}\right)$ |
| 2: $\left(\left\{m_{i}\right\}_{i \in[l]}\right.$, st) $\leftarrow \mathcal{A}_{1}^{\rightleftharpoons}{ }^{\text {TokGen(MSK,.) }}(\mathrm{MPK})$ | 2: $\left(\left\{m_{i}\right\}_{i \in[l]}, \mathrm{st}\right) \leftarrow \mathcal{A}_{1}^{\rightleftharpoons}{ }^{\text {Sim(.) }}$ (MPK) |
| 3: $\mathrm{ct}_{i} \leftarrow \mathrm{FE} . \mathrm{Enc}(\mathrm{MPK}, m)$ for all $i \in[l]$ | 3: $\mathrm{ct}_{i} \leftarrow \operatorname{Sim} \rightleftharpoons U_{m_{i}}\left(1^{\ell}, 1^{\|m\|}\right)$ for all $i \in[l]$ |
| 4: $\alpha \leftarrow \mathcal{A}_{2}^{\rightleftharpoons} \mathrm{TokGen}(\mathrm{MSK}, .)^{\text {(MPK, }}$ ( $\left.\mathrm{ct}_{i}\right\}_{i \in[l]}$, st $)$ | 4: $\alpha \leftarrow \mathcal{A}_{2}^{\rightleftharpoons}{ }^{\text {Sim(.) }}\left(\mathrm{MPK},\left\{\mathrm{ct}_{i}\right\}_{i \in[l]}\right.$, st $)$ |
| 5: Output ( $\left.\left\{m_{i}\right\}_{i \in[l]}, \alpha\right)$ | 5: Output ( $\left.\left\{m_{i}\right\}_{i \in[l]}, \alpha\right)$ |

We distinguish between these experiments and we have the following definition:
Definition 31. [Many-message Simulation-based experiments against adaptive adversary [14]] Consider the functional encryption scheme $\Pi^{\mathrm{FE}}$ for a family of functionality $\mathcal{F}$. Let $\mathcal{U}_{x}($.$) denote the universal oracle that:$

$$
f \in \mathcal{F}: \mathcal{U}_{m}(f) \mapsto f(m) .
$$

Consider the two experiments in Figure 4.1 for a PPT adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ and a stateful PPT simulator $\operatorname{Sim}$ where $l=\operatorname{poly}(\ell)$ is a positive integer. The functional encryption scheme $\Pi^{\mathrm{FE}}$ is then said to be simulation-secure for many messages against adaptive adversaries if there exists an admissible stateful PPT simulator Sim such that for every PPT adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the following two distributions are computationally indistinguishable:

$$
\left\{\operatorname{Exp}_{\mathcal{A}}^{\mathrm{FE}-\text { real }}\left(1^{\ell}\right)\right\}_{\ell \in \mathbb{N}} \approx\left\{\operatorname{Exp}_{\mathcal{A}}^{\mathrm{FE}-\mathrm{ideal}}\left(1^{\ell}\right)\right\}_{\ell \in \mathbb{N}}
$$

Additional Note. Other versions for specifying simulation-based security for FE exist in the literature; In some of them, the simulator is given Oracle access to $\mathcal{A}_{2}$, allowing it to "rewind" the adversary and adaptively reconstruct the view. Furthermore, several definitions of the simulator rely on a "trapdoor" information obtained via faking the setup parameters. We refer to [55, 133, 214] for more detail.

Negative Result. Although the simulation-based secure functional encryption scheme guarantees a high level of security, the well-studied research has been shown that some functionality cannot have simulation-based security even with the weak variants:

Theorem 4.2.1. There exist a circuit family $\mathscr{C}$ for which there is no 1-message simulation-based-secure functional encryption scheme against non-adaptive adversary. [14]

It is worth mentioning that their simulation-based secure FE is achievable in the random oracle model; we refer to $[55,71,159]$ for more on the subject.

Negative results in simulation-based secure FE led to establishing a more realistic notion for the security of a functional encryption scheme, namely IND-based security.

### 4.2.1.2 IND-Based Security

In IND-base security a.k.a. game-based security, the security's notion is captured through an interactive game between challenger $\mathcal{C}^{\mathrm{fe}}$ and a PPT adversary $\mathcal{A}$. The adversary attempts to guess some secret random bit chosen by the challenger, by inquiring about the secret token tok $f_{i}$ for the function $f_{i}$.
Definition 32. A functional scheme $\Pi^{\mathrm{FE}}$ is IND-CCA-secure against adaptive adversary iffor all PPT adversary, the advantage of $\mathcal{A}$ in the experiment, $\left.\operatorname{Exp}_{\mathcal{A}}^{\mathrm{ind}-\mathrm{cpa}}{ }_{(1}{ }^{\ell}\right)($ Figure 4.2) is negligible.

Variants of Security. Considering the definition 32, we can classify functional encryption scheme into the following categories:

- CCA versus CPA: IND-CPA secure, functional encryption scheme is identical to the IND-CCA except that the adversary does not access the decryption oracle in CPAsecurity. Precisely to adopt the experiment in Figure 4.2, we need to delete the decryption query in both phases 1 and 2 .

Additional Note. Agrawal et al. [11] proposed the first adaptively secure (INDCPA) schemes under the learning with errors (LWE), DDH (See 5), and DCR (See 3) assumptions; In 2017, Zhang [264] and Benhamouda [41] proposed IND-CCA functional encryption schemes against active adversaries.

- $\mathbf{1}$ versus Many: In definition 31 the adversary can query many, namely $l \in \mathbb{N}$ token where $l=\operatorname{poly}(\ell)$ for some polynomial poly. The weaker security notion is 1 -message simulation-based security in which the adversary is allowed to output only one message, namely, $l=1$.
- Adaptive versus non-Adaptive: If the adversary cannot query after receiving the ciphertext (skip step 4 in experiment 4.1) then the experiment captures the simulationbased security against non-adaptive adversaries.
- Fully versus Selective A weaker notion of IND-based security, so-called selective security, does not allow the adversary to choose $m_{0}$ and $m_{1}$ adaptively after inquiring about some token; instead, the adversary must choose the challenge messages before obtaining any token or seeing the master public key. As a result, the query phase 1 in experiment 4.2 is removed under this security model, and the challenge phase occurs either after or before the Setup phase.
Additional Note. Although the IND-secure functional encryption scheme scheme in selective mode is weaker than the functional encryption scheme against an adaptive adversary, a transformation is proposed in [16] for converting a selectively secure FE to a fully secure FE.
- Function hiding: Intuitively, functional hiding means that a secret token tok ${ }_{f}$ does not reveal any more information on the function $f$ except what is implicitly leaked by $f(m)$. We can highlight anonymous-IBE as a fascinating and practical example of functional hiding property.


### 4.2.1.3 Multi-Input FE

A more general notion of the functional encryption scheme is a multi-input functional encryption scheme, which can be considered in two categories:

Figure 4.2: IND-CCA Security Game: $\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{fe}}\left(1^{\ell}\right)$

- Setup Phase. The challenger $\mathcal{C}^{\text {fe }}$ generates the pair (MSK, MPK) by invoking the setup algorithm on input ( $1^{\lambda}$ ). Then $\mathcal{C}^{\text {fe }}$ sends MPK to $\mathcal{A}$.

$$
\mathcal{C}^{\mathrm{fe}} \xrightarrow{\mathrm{MPK}} \mathcal{A}
$$

- Token Query Phase 1. $\mathcal{A}$ adaptively query token and decryption are as follows:
- Token key query:

$$
\operatorname{tok}_{f_{i}} \leftarrow \operatorname{TokGen}(\mathrm{MSK}, .) \stackrel{f_{i}}{\stackrel{(1)}{ }\left(1^{\ell}, \mathrm{pk}\right)} \underset{\mathcal{C}^{\mathrm{fe}} \xrightarrow{\text { tok }_{f_{i}}}}{ }
$$

- Decryption query, $\mathcal{A}$ chooses a ciphertext ct and $f \in \mathcal{F}$, then the challenger computes tok ${ }_{f} \leftarrow$ TokGen(MSK, $f$ ), computes $z=\operatorname{Dec}\left(c t\right.$, tok $\left._{f}\right)$ and sends back $z$ to $\mathcal{A}$.

$$
\begin{aligned}
& \text { tok }_{f} \leftarrow \operatorname{TokGen}\left(\mathrm{MSK}, f_{j}\right) \stackrel{\mathrm{ct}, f_{j}}{\longleftrightarrow} \mathcal{A}\left(1^{\ell}, \mathrm{pk}\right) \\
& \mathrm{z} \leftarrow \operatorname{Dec}\left(\operatorname{tok}_{f_{j}}, \mathrm{ct}\right) \\
& \mathcal{C}^{\mathrm{fe}} \xrightarrow{\mathrm{z}}
\end{aligned}
$$

- Challenge Phase. $\mathcal{A}$ sends to the challenger two messages $m_{0}, m_{1} \in \mathcal{M}$ of the same length such that $f\left(m_{0}\right)=f\left(m_{1}\right)$ for all queried functions $f$ the adversary has queried in the query phase 1.

$$
\mathcal{C}^{\mathrm{fe}} \stackrel{\left(m_{0}, m_{1}\right)}{\leftrightarrows} \mathcal{A}
$$

- Challenge Respond. $\mathcal{C}^{\text {fe }}$ flips a coin to generate random bit $\beta$ and send $\mathrm{ct}^{*}=\operatorname{Enc}\left(\mathrm{MPK}, m_{\beta}\right)$.

$$
\mathcal{C}^{\mathrm{fe}} \xrightarrow{\mathrm{ct}^{*}} \mathcal{A}
$$

- Query Phase 2. Query Phase 2: same as Query Phase 1, except that the challenger responds to token-query for function $f_{i}$ is $f_{i}\left(m_{0}\right)=f_{i}\left(m_{1}\right)$
- Output Phase. Adversary outputs a bit $\beta^{*}$.

$$
\mathcal{C}^{\mathrm{fe}} \stackrel{\beta^{*}}{\leftrightarrows} \mathcal{A}
$$

- Winning Condition, Success and Advantage. Adversary wins the game if $\beta=\beta^{*}$ and the following condition is met. It is required that if $m_{0} \neq m_{1}, f_{i}\left(m_{0}\right)=f_{i}\left(m_{1}\right)$ for all the function $f_{i}$ queried in both query phases 1 and 2 . If the winning condition is satisfied, the output of the game is 1 or 0 otherwise. The following are the definitions for the success probability and the advantage of the adversary:

$$
\operatorname{Succ}_{\mathrm{FE}, \mathcal{A}}^{\text {ind-cpa }}(\ell)=\operatorname{Pr}\left[\beta=\beta^{*}\right], \operatorname{Adv}_{\mathrm{FE}, \mathcal{A}}^{\text {ind-cpa }}(\ell)=\left|\operatorname{Pr}\left[\beta=\beta^{*}\right]-\frac{1}{2}\right|,
$$

- Multi Input FE is a more general notion of FE, introduced by Goldwasser in [131]. In a MI-FE scheme, given ciphertexts:

$$
\mathrm{ct}_{1}=\operatorname{Enc}\left(m_{1}\right), \mathrm{ct}_{2}=\operatorname{Enc}\left(m_{2}\right), \ldots, \mathrm{ct}_{k}=\operatorname{Enc}\left(m_{k}\right)
$$

the owner of the secret token $\operatorname{tok}_{f}$ for function $f$, can run the decryption algorithm to evaluate

$$
\operatorname{Dec}^{\left(\mathrm{ct}_{1}, \ldots, \mathrm{ct}_{k}, \operatorname{tok}_{f}\right) \mapsto f\left(m_{1}, \ldots, m_{k}\right)}
$$

MI-FE is incredibly beneficial in a wide variety of real-world applications, such as cloud-based calculations and electronic voting protocols. Unfortunately however, there are relatively few operational MI-FE schemes. For example, the MI-FE schemes proposed in [131, 22, 15, 62] are unsuitable for real-world applications since all rely on quite unrealistic assumptions, such as indistinguishability obfuscation or multi-linear maps.
An efficient MI-FE in the symmetric setting is proposed in [24], which enables the computation of the sum of the components of an encrypted vector; besides, it can be used to embed FE into the problems of order revealing encryptionand differentially private databases. Other MI-FE can be found in [60, 5]. In fact, [5] provided a MI-FE scheme for a non-trivial functionality that is secure against unbounded collusions and is based on standard cryptographic assumptions with polynomial security loss.

- The Multi-Client FE is defined in [169], and it can be considered as a particular case of MI-FE. In the multi-client functional encryption scheme, the encryption algorithm, instead of taking the message $m$ as input, takes $m_{i}$, which is part of $m$ along with index $i$ for each user and a time-based tag:

$$
\left(\operatorname{ct}_{1}=\operatorname{Enc}\left(1, m_{1}, l\right), \operatorname{ct}_{2}=\operatorname{Enc}\left(2, m_{2}, l\right), \ldots, \operatorname{ct}_{k}=\operatorname{Enc}\left(k, m_{k}, l\right)\right) .
$$

In fact, a single message $m$ is broken into a vector $\left(m_{1}, \ldots m_{k}\right)$. Later the owner of the token tok ${ }_{f}$, for function $f$ can compute $f\left(m_{1}, \ldots, m_{k}\right)$. The security notion in MI-FE guarantees that a combination of ciphertexts generated for various labels does not generate a valid global ciphertext, and the adversary gains no knowledge as a result [3].

### 4.3 Sub Classes of Functional Encryption Scheme

Many encryption concepts and constructions can be viewed as special cases of Functional Encryption. We will now briefly review some practical variations of the functional encryption scheme for a particular functionality. It is worth noting that several of the following encryption schemes had been developed prior to establishing the functional encryption notion.

### 4.3.1 Identity-Based Encryption Scheme

The Identity-Based Encryption scheme can be regarded as the most well-studied functional encryption scheme and it was introduced by Adi Shamir in 1984 [234]. In 2005, Sahai and Waters [229] proposed a generalization of Shamir's approach, namely the Fuzzy

Identity-Based Encryption. In fact, proved in [58] IBE is the first known cryptosystem that cannot be realized from public key encryption.

In the IBE scheme, the plaintext is described as a pair (id, $m$ ) of an identity (such as email address) and the message (a.k.a., payload message), and the functionality is similar to the identity map if the ciphertext and the token contains the same identity; otherwise, it outputs $\perp$. Figure 4.3 illustrates a generic schema for an IBE scheme.

Figure 4.3: Identity-Based Encryption scheme

$$
\begin{aligned}
& \text { - Message Space }=(\mathcal{I} \times \mathcal{M}), \quad \text { - } \mathcal{F}_{\mathrm{IBE}}=\{f:(\mathcal{I} \times \mathcal{M}) \rightarrow \mathcal{M} \cup\{\perp\} ; \text {; } \\
& \text { - } \text { Keyspace }=\mathcal{I} \\
& \text { - }(\mathrm{MPK}, \mathrm{MSK}) \leftarrow \operatorname{IBE} . \operatorname{Setup}\left(1^{\ell}\right) \\
& \text { - ct } \leftarrow \operatorname{IBE} . E n c(M P K,(i d, m)) \\
& \bullet \text { tok }_{\text {id }} \leftarrow \text { IBE.TokGen(MSK,id) } \\
& \text { - } f(i d,(\mathrm{id}, m))=\left\{\begin{array}{l}
m \text { If } i d=\text { id } \\
\perp \text { If } i d \neq \mathrm{id}
\end{array}\right. \\
& \text { - IBE.Dec }\left(\text { tok }_{\mathrm{id}}, \mathrm{ct}\right)=\left\{\begin{array}{l}
m \text { If } i d=\mathrm{id} \\
\perp \text { If } i d \neq \mathrm{id}
\end{array}\right.
\end{aligned}
$$

Additional Note. Technically, IBE serves the same function as the public key. The difference in this paradigm is that instead of encrypting the data with each user's public key, the information holder can encrypt the data with the identity, resulting in a more efficient cryptosystem. The owner of the token Tok ${ }_{i d}$ can later recover the message if and only if the identity inside the token matches the identity inside the ciphertext.

Although numerous schemes have been proposed in the literature, the first practical implementations were presented in 2001 by Boneh and Franklin [53], Water [257] and Cocks [81]. In [257], Water proposed a completely secure Identity-Based Encryption and Hierarchical Identity-Based Encryption (HIBE) system. Using an agile methodology called "Dual System Encryption", he demonstrated the scheme's security under the wellestablished decisional Bilinear Diffie-Hellman and linear decisional assumptions. We distinguish anonymous-IBE among all others, which has a function hiding property; namely, neither the token nor the ciphertext reveals the user's identity [262, 153].

### 4.3.2 Predicate Encryption Scheme

The predicate encryption scheme $[56,173]$ resembles the IBE; however, it supports more extensive functionality than IBE. Precisely, in PE, a plaintext contains the index and the payload message, (ind, $m$ ), same as IBE, while the functionality is defined in terms of a polynomial-time predicate $P:(\mathcal{K} \cup\{\varepsilon\}) \times \mathcal{I} \mapsto\{0,1\}$.
Additional Note. Predicate encryption scheme has two flavors; public index and private index. PE does not provide any security over the index. In fact, using the empty token, to $_{\varepsilon}$, the decryption algorithm returns both the plaintext index and the payload message length.

### 4.3.3 Attribute-Based Encryption Scheme

Attribute-Based Encryption scheme (ABE for short) is introduced by Sahai and Water [229] as a generalization of IBE and PE in which access to encrypted data is restricted to users

Figure 4.4: Predicate Encryption scheme

```
- Index Space \(=\mathscr{I}\)
- Message Space \(=(\mathscr{I} \times \mathcal{M})\),
- Keyspace \(=\mathcal{K} \cup\{\varepsilon\}\)
- (MPK, MSK) \(\leftarrow P E . S e t u p\left(1^{\ell}\right)\)
\(\cdot \mathrm{ct} \leftarrow\) PE.Enc(MPK, (ind,\(m)\) ) •PE.Dec \(\left(\right.\) tok \(\left._{k}, \mathrm{ct}\right)=\left\{\begin{array}{l}m \text { If } P(k, \text { ind })=\text { True } \\ \perp \text { If } P(k, \text { ind })=\text { False }\end{array}\right.\)
\(\bullet\) tok \(_{k} \leftarrow \mathrm{PE} . \operatorname{TokGen}(\mathrm{MSK}, k \in \mathcal{K})\)
```

- $f(k,($ ind,$m))=\left\{\begin{array}{l}m \text { If } P(k, \text { ind })=\text { True } \\ \perp \text { If } P(k, \text { ind })=\text { False }\end{array}\right.$
- Keyspace $=\mathcal{K} \cup\{\varepsilon\}$
- (MPK, MSK) $\leftarrow P E . S e t u p\left(1^{\ell}\right)$
$\cdot \mathrm{ct} \leftarrow \mathrm{PE} . \operatorname{Enc}(\mathrm{MPK},($ ind,$m)) \quad \bullet$ PE. $\operatorname{Dec}\left(\right.$ tok $\left._{k}, \mathrm{ct}\right)=\left\{\begin{array}{l}m \text { If } P(k, \text { ind })=\text { True } \\ \perp \text { If } P(k, \text { ind })=\text { False }\end{array}\right.$
with specific attributes and policies. This concept was later refined by Goyal, Pandey, Sahai, and Waters [134] into two distinct formulations: Key Policy and Ciphertext Policy.

An ABE is defined over the functionality $\mathcal{F}$, which includes polynomial-size boolean formulas, a.k.a., policy, in terms of an $n$ variables boolean $\vec{z}=\left(z_{1}, \ldots, z_{n}\right)$. When we link the policy to the keyspace, we call it the Key-Policy Attribute-Based. The alternative approach is the Ciphertext-Policy Attribute-Based, which encrypts the policy in the encryption algorithm and associates the attribute $\vec{z}$ with the key.

Figure 4.5: Attribute-Based Encryption scheme

```
- Message Space \(=\left(\{0,1\}^{n} \times \mathcal{M}\right)\),
- Functionality: \(\mathcal{F}_{\mathrm{AB}}=\left\{f_{\phi}:\{0,1\}^{n} \rightarrow\{0,1\}\right\} ;\)
- Policy Set \(=\left\{\phi_{n}:\{0,1\}^{n} \rightarrow\{0,1\}\right\}\)
- \(f_{\phi}(\alpha, m)=\left\{\begin{array}{l}m \text { If } \phi(\alpha)=\text { True } \\ \perp \text { If } \phi(\alpha)=\text { False }\end{array}\right.\)
```

- Attribute Set $=\left\{\alpha \in\{0,1\}^{n}\right\}$
- Key Policy : $\operatorname{tok}_{\phi_{n}}, \mathrm{ct}=\operatorname{Enc}(\alpha, m)$
- Ciphertext Policy : tok $_{\alpha}, \mathrm{ct}=\operatorname{Enc}\left(\phi_{n}, m\right)$

PE.Dec $\left(\operatorname{tok}_{\phi}, \operatorname{ct}[\alpha, m]\right)=\left\{\begin{array}{l}m \text { If } \phi(\alpha)=\text { True } \\ \perp \text { If } \phi_{n}(\alpha)=\text { False }\end{array}\right.$
PE. Dec $\left(\right.$ tok $\left._{\alpha}, \operatorname{ct}\left[\phi_{n}, m\right]\right)=\left\{\begin{array}{l}m \text { If } \phi_{n}(\alpha)=\text { True } \\ \perp \text { If } \phi(\alpha)=\text { False }\end{array}\right.$

ABE has a number of features described in the literature, including threshold-policy access control [190, 195], key-policy access control [134, 132, 186], ciphertext-policy access control [47, 135, 189, 256, 263], non-monotonic access control [19], hierarchical access control [255], and revocable access control [155]. In [199] the authors collect a detailed survey on the Attribute-base encryption scheme; we refer to this survey for more on the subject.

### 4.3.4 Hidden Vector Encryption Scheme

Hidden Vector Encryption (HVE for short) was proposed in [56] By Boneh and Water as a subclass of Searchable Encryption systems. Prior to HVE, searchable encryption schemes were restricted to simple equality tests, whereas HVEallows for conjunctive and range searches.

Figure 4.6: Hidden Vector Encryption scheme

```
- Index Space \(=\{0,1\}^{*}\)
- Keyspace \(=\{0,1, *\}^{n}\)
- Functionality: \(\mathcal{F}_{\mathrm{HV}}=\left\{f_{\vec{v}}:\left(\{0,1\}^{*}\right)^{n} \rightarrow\{0,1\}\right\}\)
- \(f_{\vec{v}}\left(\left(w_{1}, \ldots w_{n}\right), m\right)=\left\{\begin{array}{l}v_{i}=w_{i} \vee v_{i}=*: m \\ \text { otherwise: } \perp\end{array}\right.\)
- Functionality: \(\mathcal{F}_{\mathrm{HV}}=\left\{f_{\vec{v}}:\left(\{0,1\}^{*}\right)^{n} \rightarrow\{0,1\}\right\}\)
```

```
- ct \(\leftarrow \mathrm{HV} . \operatorname{Enc}(\operatorname{MPK},(\vec{w}, m))\)
```

- ct $\leftarrow \mathrm{HV} . \operatorname{Enc}(\operatorname{MPK},(\vec{w}, m))$
- tok $_{\vec{v}} \leftarrow$ PE.TokGen (MSK, $\left.\vec{v}\right)$
- tok $_{\vec{v}} \leftarrow$ PE.TokGen (MSK, $\left.\vec{v}\right)$
- ct $\leftarrow$ HV.Enc(MPK, $(\vec{w}, m))$
- tok $_{\vec{v}} \leftarrow \mathrm{PE}$.TokGen (MSK, $\left.\vec{v}\right)$

```
```

- Index Space $=\{0,1\}^{*}$
- Keyspace $=\{0,1, *\}^{n}$

```


\subsection*{4.4 Inner Product Encryption Scheme}

Inner product encryption IPE is a notable special case of functional encryption [56, \(173,189,217,212,7,231,194]\) which has been subjected to extensive studies in the last decade. In comparison to previous schemes, which were restricted to conjunctive searches. For example Katz, Sahai, and Waters [173] proposed a system based on the Inner product (dot product) of two vectors over \(\mathbb{Z}_{n}\) for some composite number \(n\) that allows for more complex evaluations of disjunctions, polynomials, and CNF/DNF formulae. Subsequently IPE was extended by Okamoto and Takashima [212] and Lewko et al. in [189] over the field \(\mathbb{F}_{p}\). Moreover a post-quantum secure IPE scheme is proposed in [91].

Simply put, in the IPE scheme, the message associated with a pair ( \(m, \vec{x}\) ), with \(m\) being the payload message and vector \(\vec{x} \in \mathbb{Z}_{p}^{n}\) the attribute, and the token is associated with a vector \(\vec{v} \in \mathbb{Z}_{p}^{n}\).

The functionality is \(F(\vec{v},(m, \vec{x}))=f_{\vec{v}}(\vec{x}, m)\) which returns \(m\) if \(\langle\vec{x}, \vec{v}\rangle=0 \bmod \mathbb{Z}_{p}\) (i.e. the two vectors are orthogonal) or \(\perp\) otherwise, Figure 4.7.

In fact, IPE is a generalization of Identity-Based Encryption [234, 53, 81] and Anonymous Identity-Based Encryption [59, 6, 1].

Figure 4.7: Inner Product Encryption scheme
\[
\begin{array}{ll}
\text { - Vector Space: } \Sigma_{n}=\left\{\vec{v}=\left(v_{1}, \ldots, v_{n}\right): v_{i} \in \mathbb{F}\right\} & \bullet \mathcal{F}_{\mathrm{IP}}=\left\{f: \Sigma_{n} \times \mathcal{M} \rightarrow \mathcal{M} \cup\{\perp\}\right\} ; \\
\text { - Message Space: }\left(\Sigma_{n} \times \mathcal{M}\right), & \bullet f(\vec{v},(\vec{x}, m))=\left\{\begin{array}{l}
m ; \text { If }\langle\vec{v}, \vec{x}\rangle=0 \\
\perp ; \text { If }\langle\vec{v}, \vec{x}\rangle \neq 0
\end{array}\right. \\
\text { - Key Space: } \Sigma_{n} & \\
\text { - (MPK, MSK }) \leftarrow \operatorname{IP.Setup}\left(1^{\ell}, n\right) & \bullet I P . \operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \text { ct }\right)=\left\{\begin{array}{l}
m ; \text { If }\langle\vec{v}, \vec{x}\rangle= \\
\perp ; \text { If }\langle\vec{v}, \vec{x}\rangle \neq
\end{array}\right. \\
\text { - ct } \leftarrow \operatorname{IP.Enc}(M P K,(\vec{x}, m)) &
\end{array}
\]

There are numerous applications for IPE, such as privacy-preserving statistical analysis, where statistical analysis includes sensitive information and conjunctive/disjunctive normal-form formulas. More concretely, we can mention anonymous IdentityBased encryption, Hidden-Vector encryption, predicate encryption schemes, computation of weighted averages and sums for statistical analysis (including sensitive information) on encrypted data, and support for polynomial evaluation over encrypted data as early applications [173], furthermore, recent applications include the development of bounded collusion FE for all circuits [11], the development of trace and revoke systems [13], and the construction of non-zero inner product encryption schemes [171].

\subsection*{4.4.1 IPE; Variants}

There are three types of functional encryption schemes referred to as Inner Product encryption schemes; however, they differ in technical features. In all three, the keyspace and the message space are associated with vector \(\vec{v}\) and vector \(\vec{x}\), respectively:
1. Predicate only IPE: In this configuration, the message space contains only the vector \(\vec{x}\) and no payload message \(m\). The decryption algorithm outputs a boolean value depending on the inner product of \(\vec{v}\) and \(\vec{x}\) :
\[
\mathcal{F}_{\text {predicate-only-IP }}=\left\{f_{\vec{v}}: \Sigma_{n} \rightarrow\{0,1\}: \vec{v} \in \Sigma_{n}\right\},
\]
where
\[
f_{\vec{v}}(\vec{x})=\left\{\begin{array}{l}
\text { True If }\langle\vec{x}, \vec{v}\rangle=0 \\
\text { False If }\langle\vec{x}, \vec{v}\rangle \neq 0
\end{array}\right.
\]
2. Predicate IPE: The message space includes vector \(\vec{x}\) and a payload message \(m \in\) \(\mathcal{M}\). As a result, the decryption algorithm returns \(m\) if two vectors \(\vec{v}\) and \(\vec{x}\) are orthogonal, or an error symbol if their inner product is not zero.
\[
\mathcal{F}_{\text {predicate-IP }}=\left\{f_{\vec{v}}: \Sigma_{n} \times \mathcal{M} \rightarrow \mathcal{M} \cup\{\perp\}: \vec{v} \in \Sigma_{n}\right\}
\]
where
\[
f_{\vec{v}}(m, \vec{x})=\left\{\begin{array}{l}
m \text { If }\langle\vec{x}, \vec{v}\rangle=0 \\
\perp \text { If }\langle\vec{x}, \vec{v}\rangle \neq 0
\end{array}\right.
\]
3. IPE: Unlike the first two schemes, IPE does not play a role as a predicate, and the functionality is the inner product of two vectors \(\vec{x}\) and \(\vec{v}\). It means that the output of the decryption algorithm would be \(\langle\vec{x}, \vec{v}\rangle\).
\[
\mathcal{F}_{\mathrm{IP}}=\left\{f_{\vec{v}}: \Sigma_{n} \rightarrow \mathbb{Z}: \vec{v} \in \Sigma_{n}\right\},
\]
where
\[
f_{\vec{v}}(\vec{x})=\langle\vec{x}, \vec{v}\rangle
\]

Multi-Input IPE. A more general notion of the IPE is the multi-input IPE [2, 3, 4] which, instead of a single vector, they consider \(m\) vectors and define the functionality as follows:
\[
\mathcal{F}_{\mathrm{IP}}=\left\{f_{\vec{v}_{1}, \ldots . \vec{v}_{m}}: \Sigma_{n}^{m} \rightarrow \mathbb{Z}: \vec{v}_{i} \in \Sigma_{n}\right\},
\]
where
\[
f_{\left(\vec{v}_{1}, \ldots, \vec{v}_{m}\right)}\left(\vec{x}_{1}, \ldots, \vec{x}_{m}\right)=\sum_{i=0}^{m}\left\langle\vec{x}_{i}, \vec{v}_{i}\right\rangle
\]

Additional Note. In our research, we study the Predicate IPE. The result is also applicable for the predicate-only-IPE; however, we abuse the notation and refer to Predicate IPE as IPE.

\subsection*{4.5 Technical Overview}

Before describing our IPE scheme, we provide a detailed justification for the the modifications required to attain perfect correctness property in IPE. But first, we state that the ultimate purpose of our research was to develop a verifiable Inner product encryption scheme. To this end, we were looking for an IPE scheme that was compatible with Badrinarayanan's transformation from the start.

To instantiate the transformation of Badrinarayanan et al. we need to build an IPE scheme with perfect correctness. Our starting point to construct a perfectly correct IPE scheme is the IPE scheme of Park [217] which only enjoys statistical correctness.

The reason for choosing this IPE is that it is conceptually simple, and its security is based on standard assumptions over bilinear groups. However, to make the Park's scheme compatible with the Badrinarayanan et al.'s transformation, we need to solve several technical challenges, in particular:
\(i\). The master public key needs to be verifiable.
ii. The scheme has to satisfy perfect correctness.

This requires substantial modification of all main algorithms: setup, token generation, encryption, and decryption.

\subsection*{4.5.1 Verification Algorithms}

A VIPE scheme requires public verification algorithms that can verify the outputs of the setup, encryption, and token generation algorithms, in particular check whether these algorithms were run honestly. In more detail, if any string (master public key, ciphertext or token) passes the corresponding verification algorithm, it means it was a proper output of the corresponding algorithm (setup, encryption, or token generation). Each party who runs the setup, encryption or token generation algorithm needs to provide a proof that it executed the algorithm honestly without revealing harmful information about the secret parameters or the randomness used in the algorithm.

Usually, non-interactive Zero-Knowledge (NIZK) proofs are used in this context. Unfortunately, NIZK proofs cannot be used for verifiable FE as they rely on a trusted CRS (Common Reference String) or random oracles, and we aim at perfect verifiability which has to hold despite any collusion and computing power. The transform of Badrinarayanan et al. solves the issue cleverly employing NIWI-proofs.

Following the transform of [23], our VIPE consists of four instances of an IPE scheme. In the VIPE's encryption algorithm, we first run the IPE's encryption algorithm four times to generate four ciphertexts and then we prove that all these four ciphertexts are the encryption of the same message or that some other trapdoor predicate is satisfied (the latter is needed for message indistinguishability and will be detailed later).

For the sake of argument, let us assume the VIPE scheme consists only of two (instead of four) parallel perfectly correct IPE scheme instantiations IP and IP.

The master public key of the Park's scheme [217] contains a component \(\Lambda=\mathbf{e}\left(g, g^{\prime}\right)\) in which \(g\) is public, but \(g^{\prime}\) needs to be kept secret. An honestly computed ciphertext CT in IP includes \(\mathrm{ct}_{1}:=g^{-s}\) and \(\mathrm{ct}_{7}:=\Lambda^{-s} \cdot m\), among its components (we ignore the other components). We first prove that CT (resp. CT in IP ) is well-formed. Then we need to prove that the two ciphertexts are both encryptions of the same message \(M\) (i.e., \(m=\hat{m}=M\) ). We reduce the problem to proving that the following property holds:
\[
\frac{\mathrm{ct}}{7} \hat{c t}_{7}=\frac{\mathbf{e}\left(g, g^{\prime}\right)^{-s} \cdot m}{\mathbf{e}\left(\hat{g}, \hat{g}^{\prime}\right)^{-\hat{s}} \cdot \hat{m}}=\frac{\mathbf{e}\left(\hat{c t}_{1}, \hat{g}^{\prime}\right)}{\mathbf{e}\left(\mathrm{ct}_{1}, g^{\prime}\right)}=\frac{\mathbf{e}\left(\hat{g}^{\hat{s}}, \hat{g}^{\prime}\right)}{\mathbf{e}\left(g^{s}, g^{\prime}\right)} .
\]

However, since \(g^{\prime}\) and \(\hat{g}^{\prime}\) are not public, the party who runs the encryption algorithm would be unable to prove this property.

We solve this issue in the following way. We add to the master public key of IP two elements \(g_{1}, g_{2}\) (and \(\hat{g}_{1}, \hat{g}_{2}\) for \(\mid \hat{P}\) ), satisfying
\[
\begin{aligned}
& \Lambda=\mathbf{e}\left(g, g^{\prime}\right)=\mathbf{e}\left(g_{1}, g_{2}\right), \\
& \hat{\Lambda}=\mathbf{e}\left(\hat{g}, \hat{g}^{\prime}\right)=\mathbf{e}\left(\hat{g}_{1}, \hat{g}_{2}\right) .
\end{aligned}
\]

Then, we add the following equations for the new secret variables \(\mathcal{X}_{3}:=g_{1}^{s}, \hat{\mathcal{X}}_{3}:=\hat{g}_{1}^{\hat{s}}\) :
\[
\left.\begin{array}{rl}
\mathrm{ct}_{7}^{-1} \cdot \hat{\mathrm{ct}} & = \\
\mathbf{e}\left(g, \mathcal{X}_{3}, g_{2}\right) \cdot \mathbf{e}\left(\hat{\mathcal{X}}_{3}, \hat{\mathrm{~g}}_{2}\right)^{-1} \\
\mathbf{e}\left(\hat{\mathrm{~g}}, \hat{\mathcal{X}}_{3}\right) & =\mathbf{e}\left(\mathrm{ct}_{1}, \hat{c t}_{1}, \hat{g}_{1}\right)
\end{array}\right) .
\]

It is easy to see that these equations are satisfied if and only if \(m=\hat{m}\), which the encryptor can prover.

Having modified Park's scheme, we thus have to prove that the modified scheme is IND-secure. This is done in Section 4.7, in which we reduce the IND-Security of the scheme to the Decision Linear assumption.

\subsection*{4.5.2 Achieving Perfect Correctness}

The underlying IPE scheme must have perfect correctness for Badrinarayanan et al.'s transform to work. Unfortunately, to our knowledge, all IPE schemes \({ }^{2}\) known in the literature have a negligible probability of error which makes cheating possible and so not directly usable to construct verifiable functional encryption and functional commitments for the IPE functionality.

Suppose the IPE scheme had a negligible probability of decryption error rather than perfect correctness. In that case, dishonest parties might collude with each other so that the verification algorithms would accept invalid results. Contrast this with the functional commitments. In the functional commitment, the committer is the same party who generates the ciphertext (the commitment) and the token (the decommitment) and thus might profit from a negligible space of decryption error to prove false assertions on its committed value.

\footnotetext{
\({ }^{2}\) Recall that we refer to the IPE functionality of Katz, Sahai and Waters [173].
}

In more detail, in most pairing-based IPE schemes the encryption and decryption algorithms work as follows:
\[
\begin{aligned}
& \operatorname{Enc}(\mathrm{MPK}, \vec{x}, m) \rightarrow \mathrm{CT} \\
& \operatorname{Dec}\left(\text { Tok }_{\vec{v}}, \mathrm{CT}\right) \rightarrow m_{*}=m \cdot(\text { random })^{\langle\vec{x}, \vec{v}\rangle} .
\end{aligned}
\]
in which random is some random value that depends on the randomness used by the token generator and encryption algorithms. Thus, even in the case of honest parties, there is a negligible probability that random \(=1\) and so, even if \(\langle\vec{x}, \vec{v}\rangle \neq 0\), the decryption algorithm may output a valid message \(m\) instead of \(\perp\).

In the case of dishonest parties, two parties (the encryptor and the token generator) may collude with each other to create randomness such that random equals 1.

In this case, the parties would prove that they followed the protocol correctly, and invalid results would pass the verification algorithms. A similar problem also appears in the context of MPC in the head [161], where the soundness of the ZK protocol built from MPC, strongly relies on the perfect correctness of the underlying MPC. To cope with statistical correctness in MPC in the head, a coin tossing protocol can be employed, while in a completely non-interactive scenario like ours this is more challenging. Hence, to obtain a VIPE scheme it is crucial to construct an IPE scheme satisfying perfect correctness.

Recall that the decryption algorithm in the IPE scheme of Park [217] works as follows:
\[
\operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \mathrm{CT}=\operatorname{Enc}(\vec{x}, m)\right) \mapsto m^{*}=m \cdot \mathbf{e}(g, h)^{\left(\lambda_{1} s_{3}+\lambda_{2} s_{4}\right)\langle\vec{x}, \vec{v}\rangle}
\]
in which \(\lambda_{1}, \lambda_{2}\) are random values used in the token generation algorithm and \(s_{3}, s_{4}\) are random values used in the encryption algorithm. To decide whether to accept the decryption's output or not, the first attempt would be the following. Generate two ciphertexts \(\mathrm{ct}, \mathrm{ct}^{\prime}\) with two independent random values \(\left\{s_{i}\right\},\left\{s_{i}^{\prime}\right\}\), decrypt both ct and \(\mathrm{ct}^{\prime}\) to get \(m_{1}^{*}\) and \(m_{2}^{*}\) and if \(m_{1}^{*}=m_{2}^{*}\) accept the result, or output \(\perp\) otherwise. In more detail:
\[
\begin{align*}
m_{1}^{*} & =m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}+s_{4} \lambda_{2}\right)\langle\vec{x}, \vec{\nu}\rangle}, \\
m_{2}^{*} & =m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}^{\prime}+s_{4}^{\prime} \lambda_{2}\right)\langle\vec{x}, \vec{\nu}\rangle} \tag{4.1}
\end{align*}
\]

However, in case \(\langle\vec{x}, \vec{v}\rangle \neq 0\) there is non-zero probability for which:
\[
\lambda_{1} s_{3}+s_{4} \lambda_{2}=\lambda_{1} s_{3}^{\prime}+\lambda_{2} s_{4}^{\prime} \neq 0 \Rightarrow m_{1}^{*}=m_{2}^{*} \neq m
\]

As seen in Figure 4.8 (the left diagram), if we interpret the \(\mathcal{L}: \lambda_{1} s_{3}+s_{4} \lambda_{2}\) as a line, each pair of green dots on this line would result in \(M=m_{2}^{*}\).

To avoid this issue, we choose the random values in such a way that the above equality can never occur. To do so, in the encryption algorithm we choose non-zero random values \(s_{1}, \ldots, s_{4}\) and \(s_{1}{ }^{\prime}, \ldots, s_{4}{ }^{\prime}\) such that \(s_{3} \neq s_{3}{ }^{\prime}\), and \(s_{4}=s_{4}{ }^{\prime}\). In this case, we have:
\[
\begin{align*}
\lambda_{1} s_{3}+s_{4} \lambda_{2}= & \lambda_{1} s_{3}^{\prime}+\lambda_{2} s_{4} \\
\lambda_{1}\left(s_{3}-s_{3}^{\prime}\right)=0 & \Rightarrow\left(\lambda_{1}=0\right) \vee\left(s_{3}=s_{3}^{\prime}\right) \tag{4.2}
\end{align*}
\]

The right diagram in Figure 4.8 shows that in fact the intersection of line \(\mathcal{L}\) with line \(x=s_{3}\) has a unique point which is the only point the \(M=m_{2}^{*}\) would occur.

Figure 4.8: The left diagram shows the points that result to incorrect output in decryption algorithm and the right diagram shows the single point that result to correct output in decryption algorithm.



Based on the way \(\lambda_{1}, s_{3}, s_{3}^{\prime}\) have been chosen, neither ( \(\lambda_{1}=0\) ) nor ( \(s_{3}=s_{3}^{\prime}\) ) may happen; hence the decryption algorithm outputs \(m\) if and only if \(\langle\vec{x}, \vec{v}\rangle=0\). The resulting IPE scheme satisfies perfect correctness as wished, and we prove that it is still selectively indistinguishability-secure under the DLin Assumption.

When constructing a VIPE scheme from such an IPE scheme, these additional constraints in the encryption and token generation procedures will correspond to more constraints in the proofs of correct encryption and token generation.

Furthermore, an additional challenge we will have to address is that some of the proofs in the Badrinarayananet al. transform are for relations that consist of a generalized form of disjunction. Thus standard techniques to implement disjunctions for GS proofs cannot be directly applied, see Section 3.12.

\subsection*{4.5.3 IPE; Formal Definition}

For security parameter \(\ell \in \mathbb{N}\) and the filed \(\mathbb{F}\), we present a set of vectors of length \(n\) defined over \(\mathbb{F}\) by
\[
\Sigma_{n}=\left\{\vec{v}=\left(v_{1}, \ldots, v_{n}\right): v_{i} \in \mathbb{F}\right\} .
\]

Considering a message space \(\mathcal{M}\), we define the functionality \(\mathcal{F}_{\mathrm{IP}}\) as follows:
\[
\mathcal{F}_{\mathrm{PE}}=\left\{f_{\vec{v}}: \Sigma_{n} \times \mathcal{M} \rightarrow \mathcal{M} \cup\{\perp\}: \vec{v} \in \Sigma_{n}\right\}
\]
where
\[
f_{\vec{v}}(\vec{x}, m)=\left\{\begin{array}{l}
m \text { If }\langle\vec{x}, \vec{v}\rangle=0 \\
\perp \text { If }\langle\vec{x}, \vec{v}\rangle \neq 0
\end{array} .\right.
\]

Both \(\mathcal{M}\) and the field size can depend on the security parameter (not necessarily polynomial of it) but for simplicity, we will skip this detail. IPE can be seen as a functional encryption scheme for the functionality of \(\mathcal{F}_{\mathrm{IP}}\). More concretely, an IPE scheme is defined as follows.

Definition 33 (Inner Product Encryption Scheme). An IPE scheme for a message space \(\mathcal{M}\) and a family of vectors \(\Sigma=\left\{\Sigma_{n}\right\}_{n \in \mathbb{N}}\) over \(\mathbb{F}\) is a tuple of four polynomial-time algorithms:
\[
\Pi^{I P}=\langle I P . \text { SetUp, IP.TokGen, IP.Enc, IP.Dec }\rangle
\]
with the following syntax and satisfying the correctness property below.
- Set \(\boldsymbol{U p}\) is a probabilistic algorithm that takes the security parameter, \(\ell\), and integer \(n \in \mathbb{N}\) as inputs and returns a pair of keys (MPK,MSK). We refer to the first component, MPK, as a master public key, which defines a message space \(\mathcal{M}\), and the second one, MSK, as the master secret key. It requires that both keys have a length polynomial in terms of the security parameter:
\[
(\mathrm{MPK}, \mathrm{MSK}) \leftarrow \operatorname{IP} \cdot \operatorname{SetUp}\left(1^{\lambda}, n\right)
\]

We implicitly consider the public key as the input to all algorithms even if it is not stated explicitly.
- Token Generation is a probabilistic algorithm that on input master secret key and vector \(\vec{v} \in \Sigma_{n}\) generates the token for \(f_{\vec{v}}\) :
\[
\operatorname{Tok}_{\vec{v}} \leftarrow \mathrm{IP} . \operatorname{TokGen}(\mathrm{MSK}, \vec{v})
\]

Notice that here \(f_{\vec{v}}\) and \(\vec{v}\) are considered identical to avoid heavy notation.
- Encryption is a probabilistic algorithm that takes as inputs the master public key, a message \(m \in \mathcal{M}\) and vector \(\vec{x} \in \Sigma_{n}\) to generate a ciphertext:
\[
\mathrm{ct} \leftarrow \mathrm{IP} . \operatorname{Enc}(\mathrm{MPK}, \vec{x}, m)
\]
- Decryption is a deterministic algorithm that on inputs token and a ciphertext outputs \(m^{\prime} \in \mathcal{M} \cup\{\perp\}\).
\[
\operatorname{IP.Dec}\left(\mathrm{MPK}, \operatorname{Tok}_{\vec{v}}, \mathrm{ct}\right) \mapsto m^{\prime} \in \mathcal{M} \cup\{\perp\}
\]
- Perfect correctness: \(\Pi^{\mathrm{IP}}\) is perfectly correct if for all \(\lambda, n \in \mathbb{N}\), all \(\vec{x}, \vec{v} \in \Sigma_{n}\) and all \(m \in \mathcal{M}\) the following holds:
\[
\operatorname{Pr}\left[\operatorname{IP.Dec}\left(M P K, \operatorname{Tok}_{\vec{v}}, \mathrm{ct}\right)=f_{\vec{v}}(\vec{x}, m) \left\lvert\, \begin{array}{ll} 
& (\mathrm{MPK}, \mathrm{MSK}) \leftarrow \operatorname{IP.SetUp}\left(1^{\ell}, n\right), \\
& \operatorname{Tok}_{\vec{v}} \leftarrow \operatorname{IP.TokGen}(\operatorname{MPK}, \mathrm{MSK}, \vec{v}), \\
& \mathrm{ct} \leftarrow \operatorname{IP} . \operatorname{Enc}(\operatorname{MPK}, \vec{x}, m)
\end{array}\right.\right]=1
\]

Additional Note. Contrary to the other two types, correctness in a predicate-IPE product encryption scheme is not easily achievable.

In predicate only IPE, there is no payload message \(m\), so the output of the decryption algorithm would be equal to
\[
1=\operatorname{random}^{\langle\vec{x}, \vec{v}\rangle}=\text { random }^{0}
\]
if two vectors are orthogonal and would be some random number if they are not. Further, in the case of IPE, the correctness property guarantee that the output of the decryption algorithm is indeed the inner product of the two vectors. In IPE (the third one) 4.4.1, the correctness property ensures that the output of the decryption algorithm, indeed is equal to the inner product of the two vectors. The other two, is not actually the same. In the big picture, in most IPE schemes, the encryption and decryption algorithms work as follows:
\[
\operatorname{Enc}(\mathrm{MPK}, \vec{x}, m) \rightarrow \mathrm{ct}, \operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \mathrm{ct}\right) \rightarrow m^{*}=m \odot(\operatorname{random})^{\langle\vec{x}, \vec{\nu}\rangle}
\]
in which random is some random value in from the underlying group \(\langle\mathbb{G}, \odot\rangle\) that depends on the randomness used by the token generator and encryption algorithms.

Thus, even in case of honest parties, there is a negligible probability that \(\mathrm{r}=1\) and so, even if \(\langle\vec{x}, \vec{v}\rangle \neq 0\), the decryption algorithm may output a valid message \(m\) instead of \(\perp\).

\subsection*{4.5.4 Security Notion for IPE}

Extensive research has been done into developing the Inner Product Encryption scheme, which has resulted in a variety of IPE in terms of security. For example, Abdalla et al. [7], present an IPE with standard assumptions that has selectively security and later Agrawal et al. [12, 11] present an IPE scheme that achieves adaptive SIM-based security. Moreover, in [73] Castagnos et al.presents an adaptive IND-secure IPE schemes, which allow for the evaluation of unbounded inner products modulo a prime \(p\). Finally, the first IND-CCA IPE schemes based on the DDH, DCR, and any of the MDDH assumptions is presented by Benhamouda et al in [41].

To model the security of the IPE, we adopt the indistinguishability-based (IND) notion of security [56], in particular selective security [57]. However, Boneh, Sahai, and Waters [55] showed deficiencies of this notion in general and impossibility results for the more general notion of simulation-based security; see also [71, 55, 159, 90] for general techniques to overcome the known impossibility results in different settings. Nonetheless, no practical attacks are known for natural schemes to our knowledge. Selective security is sufficient for CCA-security [57] and our application of verifiable polynomial commitments of Section 5.2.

The selectively indistinguishability-based notion of security for an IPE scheme over the vector space \(\Sigma\) and message space \(\mathcal{M}\) are formalized using the game \(\left.\operatorname{Exp}_{\mathcal{A}}^{\text {ind-ip }}{ }_{(1}{ }^{\ell}, n\right)\) in Fig. 4.9, between an adversary \(\mathcal{A}\) and a challenger \(\mathcal{C}^{\text {ipe }}\) (defined in the game) parameterized by security parameter \(\ell\) and dimension \(n\). The advantage of \(\mathcal{A}\) in this game is:
\[
\operatorname{Adv}_{\mathcal{A}}^{\mathbb{P}}(\lambda, n)=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\text {ind-ip }}\left(1^{\ell}, n\right)=1\right]-\frac{1}{2}\right| .
\]

Definition 34. The inner product encryption scheme is selectively indistinguishable secure (IND-secure) if for all \(n>0\), the advantage \(\operatorname{Adv}_{\mathcal{A}}^{\mathbb{P}}(\lambda, n)\) for all PPTadversaries \(\mathcal{A}\) is a negligible function in terms of \(\ell\).

\subsection*{4.6 Perfectly Correct IPE}

This section presents our perfectly correct IPE, the key ingredient for building verifiable inner-product encryption (see chapter 5).

Let \(\left(p, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}\right) \leftarrow \operatorname{GroupGen}\left(1^{\ell}\right)\) be a bilinear group generator, and \(n \in \mathbb{N}\) be the vector length. We construct a perfectly correct IPE scheme
\[
I P=\langle I P . S e t U p, I P . E n c, I P . \text { TokGen, IP.Dec }\rangle
\]
for the set \(\mathbb{Z}_{p}^{n}\) of vectors of length \(n\) over \(\mathbb{Z}_{p}\) and for message space \(\mathcal{M}=\mathbb{G}_{T}\).

\section*{IPE Construction}
- Selective Challenge Phase. \(\mathcal{A}\left(1^{\ell}, n\right) \longrightarrow \vec{x}_{0}, \vec{x}_{1} \in \Sigma_{n}\). Then \(\mathcal{A}\) sends these two vectors to the challenger.
- Setup Phase. The challenger \(\mathcal{C}^{\text {ip }}\) generates the pair (MSK, MPK) by invoking the setup algorithm on input \(\left(1^{\ell}, n\right)\). Then \(\mathcal{C}^{\text {ip }}\) sends MPK to \(\mathcal{A}\).
- Query Phase 1. \(\mathcal{A}\) asks for the token for a vector \(\vec{v}_{i} \in \Sigma_{n}\).
- Challenge Phase. \(\mathcal{A}\) sends the challenger two messages \(m_{0}, m_{1} \in \mathcal{M}\) of the same length.
- Challenge Phase. \(\mathcal{C}^{\text {ip }}\) flips a coin to generate random bit \(\beta\) and send
\[
\mathrm{ct}=\operatorname{Enc}\left(\mathrm{MPK}, \vec{x}_{\beta}, m_{\beta}\right)
\]
to the adversary.
- Query Phase 2. Query Phase 2: same as Query Phase 1.
- Output Phase. \(\mathcal{A}\) outputs a bit \(\beta^{\prime}\).
- Winning Condition. \(\mathcal{A}\) wins the game if \(\beta^{\prime}=\beta\) and if
\[
m_{0} \neq m_{1},\left\langle\vec{x}_{0}, \vec{v}_{i}\right\rangle,\left\langle\vec{x}_{1}, \vec{v}_{i}\right\rangle \neq 0,
\]
for all the vectors \(\vec{v}_{i}\) queried in both query phase 1 and 2 , or
\[
m_{0}=m_{1}:\left\langle\vec{v}_{i}, \vec{x}_{0}\right\rangle=0 \Longleftrightarrow\left\langle\vec{v}_{i}, \vec{x}_{1}\right\rangle=0 .
\]

If the winning condition is satisfied, the game's output is 1 or 0 otherwise.

Figure 4.9: IND-CPA Security Game: \(\operatorname{Exp}_{\mathcal{A}}^{\mathrm{ip}, \mathrm{n}}\left(1^{\ell}\right)\)
- Set Up Algorithm: IP.SetUp \(\left(1^{\ell}, n\right) \longrightarrow(M S K, M P K)\)

For security parameter \(\ell, i \in[n]\) and \(b \in[2]\), compute what follows:
1. Run GroupGen( \(1^{\ell}\) ) (cf. Section 2.6) to generate a tuple \(\mathrm{pp}=\left\langle p, \mathbb{G}, \mathbb{G}_{T}, e\right\rangle\) as public parameter.
2. Pick \(g, g^{\prime} \stackrel{\$}{\leftarrow} \mathbb{G}\).
3. Pick \(\delta_{1}, \theta_{1}, \delta_{2}, \theta_{2}, w_{1, i}, t_{1, i}, f_{b, i}, h_{b, i}, k \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{*}\).
4. Pick \(\Omega \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}\) and compute \(\left\{w_{2, i}, t_{2, i}\right\}_{i \in[n]}\) such that:
\[
\Omega=\delta_{1} w_{2, i}-\delta_{2} w_{1, i}=\theta_{1} t_{2, i}-\theta_{2} t_{1, i}
\]
5. For \(i \in[n], b \in[2]\) set:
\[
\begin{array}{rllll}
W_{b, i}=g^{w_{b, i}}, & F_{b, i}=g^{f_{b, i}}, & K_{1}=g^{k}, & U_{b}=g^{\delta_{b}}, & h=g^{\Omega} \\
T_{b, i}=g^{t_{b, i}}, & H_{b, i}=g^{h_{b, i}}, & K_{2}=g^{\prime \frac{1}{k}}, & V_{b}=g^{\theta_{b}}, & \Lambda=\mathbf{e}\left(g, g^{\prime}\right) .
\end{array}
\]
6. Set:
\[
\begin{aligned}
\text { MPK }= & \left(g, h,\left\{W_{b, i}, F_{b, i}, T_{b, i}, H_{b, i}, U_{b}, V_{b}\right\}_{b \in[2], i \in[n]}, K_{1}, K_{2}, \Lambda\right) \\
& \in \mathbb{G}^{8 n+8} \times \mathbb{G}_{T}, \\
\text { MSK }= & \left(\left\{w_{b, i}, f_{b, i}, t_{b, i}, h_{b, i}, \delta_{b}, \theta_{b}\right\}_{b \in[2], i \in[n]}, g^{\prime}\right) \\
& \in \mathbb{Z}_{p}^{8 n+4} \times \mathbb{G} .
\end{aligned}
\]
7. Return (MPK, MSK).
- Encryption Algorithm: IP.Enc(MPK, \(\vec{x}, m) \longrightarrow C T\)
1. For \(\vec{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{Z}_{p}^{n}\) and a message \(m \in \mathbb{G}_{T}\), pick random elements:
\[
s_{1}, \ldots s_{4}, s_{1}^{\prime}, \ldots, s_{3}^{\prime} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{*}: s_{3} \neq s_{3}^{\prime}
\]
and compute what follows:
\[
\begin{aligned}
& \mathrm{ct}_{1}=g^{s_{2}}, \mathrm{ct}_{2}=h^{s_{1}}, \\
& \begin{cases}\mathrm{ct}_{3, i}=W_{1, i}^{s_{1}} \cdot F_{1, i}^{s_{2}} \cdot U_{1}^{x_{i} s_{3}} \quad, \quad \mathrm{ct}_{4, i}=W_{2, i}^{s_{1}} \cdot F_{2, i}^{s_{2}} \cdot U_{2}^{x_{i} s_{3}} \\
\left.\mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot V_{1}^{x_{i} s_{4}} \quad, \quad \mathrm{ct}_{6, i}=T_{2, i}^{s_{1}} \cdot H_{2, i}^{s_{2}} \cdot V_{2}^{x_{i} s_{4}}\right\}_{i \in[n]}, \\
\mathrm{ct}_{7}=\mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right), \mathrm{ct}_{8}=\Lambda^{-s_{2}} \cdot m .\end{cases} \\
& \mathrm{ct}_{1}^{\prime}=g^{s_{2}^{\prime}}, \mathrm{ct}_{2}^{\prime}=h^{s_{1}^{\prime}}, \\
& \left\{\begin{array}{l}
\mathrm{ct}_{3, i}^{\prime}=W_{1, i}^{s_{1}^{\prime}} \cdot F_{1, i}^{s_{2}^{\prime}} \cdot U_{1}^{x_{i} s_{3}^{\prime}} \quad, \quad \mathrm{ct}_{4, i}^{\prime}=W_{2, i}^{s_{1}^{\prime}} \cdot F_{2, i}^{s_{2}^{\prime}} \cdot U_{2}^{x_{i} s_{3}^{\prime}} \\
\mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot V_{1}^{x_{i} s_{4}} \quad, \quad \mathrm{ct}_{6, i}^{\prime}=T_{2, i}^{s_{1}^{\prime}} \cdot H_{2, i}^{s_{2}^{\prime}} \cdot V_{2}^{x_{i} s_{4}}
\end{array}\right\}_{i \in[n]}, \\
& \mathrm{ct}_{7}^{\prime}=\mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right), \mathrm{ct}_{8}^{\prime}=\Lambda^{-s_{2}^{\prime}} \cdot m .
\end{aligned}
\]
2. Set:
\[
\begin{aligned}
& \mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2},\left\{\begin{array}{lll}
\mathrm{ct}_{3, i}, & \mathrm{ct}_{4, i} \\
\mathrm{ct}_{5, i} & , & \mathrm{ct}_{6, i}
\end{array}\right\}, \mathrm{ct}_{7}, \mathrm{ct}_{8}\right), \\
& \mathrm{ct}^{\prime}=\left(\mathrm{ct}_{1}^{\prime}, \mathrm{ct}_{2}^{\prime},\left\{\begin{array}{lll}
\mathrm{ct}_{3, i}^{\prime} & , & \mathrm{ct}_{4, i}^{\prime} \\
\mathrm{ct}_{5, i}^{\prime} & , & \mathrm{ct}_{6, i}^{\prime}
\end{array}\right\}, \mathrm{ct}_{7}^{\prime}, \mathrm{ct}_{8}^{\prime}\right) .
\end{aligned}
\]
3. Output \(C T=\left(c t, c t^{\prime}\right)\).
- Token generation Algorithm: IP.TokGen \((M S K, \vec{v}) \longrightarrow\) Tok \(_{\vec{v}}\) :
1. Pick \(\ell_{1}, \ell_{2} \stackrel{\$}{\leftrightarrows} \mathbb{Z}_{p}^{*}\).
2. For \(i \in[n]\) pick \(\left\{r_{i}\right\},\left\{\Phi_{i}\right\} \stackrel{\$}{\hookleftarrow} \mathbb{Z}_{p}^{*}\).
3. Set \(\operatorname{Tok}_{\vec{v}}=\left(K_{A}, K_{B},\left\{\begin{array}{lll}K_{3, i} & , & K_{4, i} \\ K_{5, i} & , & K_{6, i}\end{array}\right\}_{i \in[n]}\right)\) as follows and return Tok \(_{\vec{v}}\).
\[
\begin{aligned}
& K_{A}=g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} \cdot K_{4, i}^{-f_{2, i}} \cdot K_{5, i}^{-h_{1, i}} \cdot K_{6, i}^{-h_{2, i}}, \\
& K_{B}=\prod_{i=1}^{n} g^{-\left(r_{i}+\Phi_{i}\right)}, \\
& K_{3, i}=g^{-\delta_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i},} \\
& K_{4, i}=g^{\delta_{1} r_{i}} \cdot g^{-\lambda_{1} v_{i} w_{1, i},} \\
& K_{5, i}=g^{-\theta_{2} \Phi_{i}} \cdot g^{\lambda_{2} v_{i} t_{2, i}}, \\
& K_{6, i}=g^{\theta 1 \Phi_{i}} \cdot g^{-\lambda_{2} v_{i} t_{1, i}} .
\end{aligned}
\]
- Decryption Algorithm: IP.Dec \(\left(C T, \operatorname{Tok}_{\vec{v}}\right)\), Let \(C T=\left(c t, t^{\prime}\right)\) such that:
\[
\begin{aligned}
& \mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2},\left\{\mathrm{ct}_{3, i}, \mathrm{ct}_{4, i}, \mathrm{ct}_{5, i}, \mathrm{ct}_{6, i}\right\}, \mathrm{ct}_{7}, \mathrm{ct}_{8}\right), \\
& \mathrm{ct}^{\prime}=\left(\mathrm{ct}_{1}^{\prime}, \mathrm{ct}_{2}^{\prime},\left\{\mathrm{ct}_{3, i}^{\prime}, \mathrm{ct}_{4, i}^{\prime}, \mathrm{ct}_{5, i}^{\prime}, \mathrm{ct}_{6, i}^{\prime}\right\}, \mathrm{ct}_{7}, \mathrm{ct}_{8}\right) .
\end{aligned}
\]
1. If \(\mathrm{ct}_{7}=\mathrm{ct}_{7}^{\prime}\) output \(\perp\) and stop, otherwise go to the next step.
2. Compute:
\[
\begin{aligned}
\Upsilon= & c t_{8} \cdot \mathbf{e}\left(\mathrm{ct}_{1}, K_{A}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{2}, K_{B}\right) . \\
& \prod_{i=1}^{n} \mathbf{e}\left(\mathrm{ct}_{3, i}, K_{3, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{4, i}, K_{4, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{5, i}, K_{5, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{6, i}, K_{6, i}\right) . \\
\Upsilon^{\prime}= & \mathrm{ct}_{8}^{\prime} \cdot \mathbf{e}\left(\mathrm{ct}_{1}^{\prime}, K_{A}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{2}^{\prime}, K_{B}\right) . \\
& \prod_{i=1}^{n} \mathbf{e}\left(\mathrm{ct}_{3, i}^{\prime}, K_{3, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{4, i}^{\prime}, K_{4, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{5, i}^{\prime}, K_{5, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{6, i}^{\prime}, K_{6, i}\right) .
\end{aligned}
\]
3. If \(\Upsilon=\Upsilon^{\prime}\) output \(\Upsilon\) otherwise output \(\perp\).

\subsection*{4.6.1 Perfect Correctness Property}

We now show the inner product scheme, is perfectly correct. It means that an honestly generated ciphertext decrypts correctly with probability 1.
Theorem 1. The inner product scheme \(\Pi^{\mathrm{IP}}\), defined in 4.6 is perfectly correct.
Proof. Since \(F_{1, i}^{-s_{2}} \cdot \mathrm{ct}_{3, i}=W_{1, i}^{s_{1}} \cdot U_{1}^{s_{3} x_{i}}\), we get
\[
\begin{aligned}
& \mathbf{e}\left(F_{1, i}^{-s_{2}} \cdot \mathrm{ct}_{3, i}, K_{3, i}\right)=\mathbf{e}(g, g)^{s_{1} \lambda_{1} v_{i} w_{1, i} w_{2, i}-s_{3} x_{i} \delta_{1} \delta_{2}} \cdot \mathbf{e}(g, g)^{-s_{1} r_{i} \delta_{2} w_{1, i}+s_{3} \lambda_{1} v_{i} \delta_{1} w_{2, i}} \\
& \mathbf{e}\left(F_{2, i}^{-s_{2}} \cdot \mathrm{ct}_{4, i}, K_{4, i}\right)=\mathbf{e}(g, g)^{-s_{1} \lambda_{1} v_{i} w_{1, i} w_{2, i}+s_{3} x_{i} \delta_{1} \delta_{2}} \cdot \mathbf{e}(g, g)^{s_{1} r_{i} \delta_{1} w_{2, i}-s_{3} \lambda_{1} v_{i} \delta_{2} w_{1, i}}
\end{aligned}
\]

We then obtain:
\[
\begin{aligned}
\mathbf{e}\left(F_{1, i}^{-s_{2}} \cdot \mathrm{ct}_{3, i}, K_{3, i}\right) \cdot \mathbf{e}\left(F_{2, i}^{-s_{2}} \cdot \mathrm{ct}_{4, i}, K_{4, i}\right) & =\left(\mathbf{e}\left(g^{s_{1}}, g^{r_{i}}\right) \cdot \mathbf{e}\left(g^{x_{i} s_{3}}, g^{\lambda_{1} v_{i}}\right)\right)^{\delta_{1} w_{2, i}-\delta_{2} w_{1, i}} \\
& =\mathbf{e}\left(h^{s_{1}}, g^{r_{i}}\right) \cdot \mathbf{e}\left(h^{s_{3} \lambda_{1}}, g^{x_{i} \nu_{i}}\right) \\
& =\mathbf{e}\left(\mathrm{ct}_{2}, g^{r_{i}}\right) \cdot \mathbf{e}\left(h^{\lambda_{1} s_{3}}, g^{x_{i} v_{i}}\right)
\end{aligned}
\]

The same computation gives us
\[
\mathbf{e}\left(H_{1, i}^{-s_{2}} \cdot \mathrm{ct}_{5, i}, K_{5, i}\right) \cdot \mathbf{e}\left(H_{2, i}^{-s_{2}} \cdot \mathrm{ct}_{6, i}, K_{6, i}\right)=\mathbf{e}\left(\mathrm{ct}_{2}, g^{\Phi_{i}}\right) \cdot \mathbf{e}\left(h^{\lambda_{2} s_{4}}, g^{x_{i} \nu_{i}}\right)
\]

As a conclusion we have the following:
\[
\begin{aligned}
& \mathbf{e}\left(\mathrm{ct}_{1}, K_{A}\right) \cdot \prod_{i=1}^{n} \mathbf{e}\left(\mathrm{ct}_{3, i}, K_{3, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{4, i}, K_{4, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{5, i}, K_{5, i}\right) \cdot \mathbf{e}\left(\mathrm{ct}_{6, i}, K_{6, i}\right)= \\
& = \\
& =\lambda^{s_{2}} \cdot \prod_{i=1}^{n} \mathbf{e}\left(F_{1, i}^{-s_{2}}, K_{3, i}\right) \mathbf{e}\left(F_{1, i}^{-s_{2}}, K_{4, i}\right) \cdot \mathbf{e}\left(H_{1, i}^{-s_{2}}, K_{5, i}\right) \cdot \mathbf{e}\left(H_{1, i}^{-s_{2}}, K_{6, i}\right)= \\
& = \\
& =\lambda^{s_{2}} \cdot \mathbf{e}\left(\mathrm{ct}_{2}, K_{B}^{-1}\right) \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}+\lambda_{2} s_{4}\right)\langle\langle x, \vec{v}\rangle}
\end{aligned}
\]

Plugging this into the decryption algorithm we obtain:
\[
\begin{aligned}
\Upsilon & =m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}+\lambda_{2} s_{4}\right)\langle\vec{x}, \vec{v}\rangle}, \\
\Upsilon^{\prime} & =m \cdot \mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}^{\prime}+s_{4} \lambda_{2}\right)\langle\vec{x}, \vec{v}\rangle}
\end{aligned}
\]

First note that it cannot happen that \(\mathrm{ct}_{7} \neq \mathrm{ct}_{7}^{\prime}\) for honestly generated ciphertexts. Clearly:
\[
\langle\vec{x}, \vec{v}\rangle=0 \Rightarrow\left(\Upsilon=\Upsilon^{\prime}=m\right) .
\]

All we need to check is thus that if \(\langle\vec{x}, \vec{v}\rangle \neq 0\), we get output \(\perp\). We could only get a wrong output if \(\Upsilon=\Upsilon^{\prime}\), but this is impossible since it implies (using \(\lambda_{1} \neq 0, s_{3} \neq s_{3}^{\prime}\) ):
\[
\begin{align*}
\mathbf{e}(h, g)^{\left(\lambda_{1} s_{3}-\lambda_{1} s_{3}^{\prime}\langle\vec{x}, \vec{v}\rangle\right.}=1_{\mathbb{G}_{T}} & \Rightarrow \lambda_{1}\left(s_{3}-s_{3}^{\prime}\right)\langle\vec{x}, \vec{v}\rangle \equiv p 0 \\
& \Rightarrow\langle\vec{x}, \vec{v}\rangle \equiv p 0 . \tag{4.3}
\end{align*}
\]

\subsection*{4.7 Security Proof}

This section proves our IPE scheme is IND-secure under the standard computational assumptions, DLin 6 and DBDH 7.

Theorem 4.7.1. The IPE scheme IP of Construction 4.6 is IND-secure if the DBDH and DLin assumptions hold relative to GroupGen.

To prove the theorem, we define a series of hybrid experiments \(\mathrm{H}_{0}, \ldots, \mathrm{H}_{12}\) in which \(\mathrm{H}_{0}\) corresponds to the real experiment with challenge bit \(b=0\) and \(\mathrm{H}_{12}\) corresponds to the real experiment with challenge bit \(b=1\). We show that they are computationally indistinguishable.

Hybrid \(\mathrm{H}_{0}\) : this hybrid is identical to the real game with challenge bit \(b=0\). Precisely, the ciphertext is computed for message \(m_{0}\) and vector \(\vec{x}\) as follows:
\[
\begin{aligned}
\mathrm{ct}= & \left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, \mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right),\right. \\
& \left.\Lambda^{-s_{2}} \cdot m_{0}\right) \\
\mathrm{ct}^{\prime}= & \left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, \mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right),\right. \\
& \left.\Lambda^{-s_{2}^{\prime}} \cdot m_{0}\right)
\end{aligned}
\]

Hybrid \(H_{1}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
\mathbf{e}(g, g)^{s_{3} s_{4}}, \mathbf{e}(g, g)^{s_{3}^{\prime} s_{4}}
\]
the ciphertext contains two random elements \(R_{1}, R_{1}^{\prime} \stackrel{\$}{\leftrightarrows} \mathbb{G}_{T}\). Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
\mathrm{ct}= & \left(g^{s_{2}}, h^{s_{1}}\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1},\right. \\
& \left.\Lambda^{-s_{2}} \cdot m_{0}\right), \\
\mathrm{ct}^{\prime}= & \left(g^{s_{2}^{s_{2}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime},} \begin{array}{rl}
\left.-\Lambda^{-s_{2}^{\prime}} \cdot m_{0}\right)
\end{array}\right.
\end{aligned}
\]

Hybrid \(\mathrm{H}_{2}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
\Lambda^{-s_{2}} \cdot m_{0}, \Lambda^{-s_{2}^{\prime}} \cdot m_{0}
\]
the ciphertext contains two random elements \(R, R^{\prime} \stackrel{\Phi}{-} \mathbb{G}_{T}\). Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{x_{i} s_{4}}\right\}_{b \in[2], i \in[n],}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{3}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{x_{i} s_{4}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{x_{i} s_{4}}
\]
the ciphertext contains
\[
T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} .
\]

Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot P_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{4}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}}
\]
the ciphertext contains
\[
T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}}
\]

Precisely, the ciphertext is computed as follows:
\[
\mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{, W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right),
\]
\[
\mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\]

Hybrid \(\mathrm{H}_{5}: \mathrm{CT}_{6}=\left(\mathrm{ct}, \mathrm{ct}^{\prime}\right)\), This hybrid is identical to the previous hybrid, except that the power of \(V_{b}\) in ct is \(s_{4}\) and its power in \(\mathrm{ct}^{\prime}\) is \(s_{4}^{\prime}\). Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{, W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{6}\) : this hybrid is identical to the previous hybrid, except that \(s_{3}=s_{3}^{\prime}\). Precisely
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{x_{i} s_{3}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(H_{7}\) : This hybrid is identical to the previous hybrid, except we replace \(s_{3}\) with 0 .
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{8}\) : This hybrid is identical to the previous hybrid, except that instead of
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}}
\]
we set
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}}
\]

Precisely
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot \cdot_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{9}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}}
\]
we set
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}} .
\]

Precisely
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}^{\prime}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{10}\) : this hybrid is identical to the previous hybrid, except that instead of
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}}
\]
we set
\[
W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}}
\]

Precisely
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, R\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h_{b, i}^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, R^{\prime}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{11}\) : this hybrid is identical to the previous hybrid, except that instead of choosing
\[
R, R^{\prime} \stackrel{\Phi}{-} \mathbb{G}_{T}
\]
we set
\[
R=\Lambda^{-s_{2}} \cdot m_{1}, R^{\prime}=\Lambda^{-s_{2}^{\prime}} \cdot m_{1}
\]

Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
& \mathrm{ct}=\left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}, \Lambda^{-s_{2}} \cdot m_{1}\right), \\
& \mathrm{ct}^{\prime}=\left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, R_{1}^{\prime}, \Lambda^{-s_{2}^{\prime}} \cdot m_{1}\right)
\end{aligned}
\]

Hybrid \(\mathrm{H}_{12}\) : this hybrid is identical to the previous hybrid, except that instead of \(R_{1}, R_{1}^{\prime}\), we set
\[
\mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right), \mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right)
\]
which is identical to the real game with challenge bit \(b=1\), particularly for message \(m_{1}\) and vector \(\vec{y}\). Precisely, the ciphertext is computed as follows:
\[
\begin{aligned}
\mathrm{ct}= & \left(g^{s_{2}}, h^{s_{1}},\left\{W_{b, i}^{s_{1}} \cdot F_{b, i}^{s_{2}} \cdot U_{b}^{y_{i} s_{3}}, T_{b, i}^{s_{1}} \cdot H_{b, i}^{s_{2}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, \mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right),\right. \\
& \left.\Lambda^{-s_{2}} \cdot m_{1}\right), \\
\mathrm{ct}^{\prime}= & \left(g^{s_{2}^{\prime}}, h^{s_{1}^{\prime}},\left\{W_{b, i}^{s_{1}^{\prime}} \cdot F_{b, i}^{s_{2}^{\prime}} \cdot U_{b}^{y_{i} s_{3}^{\prime}}, T_{b, i}^{s_{1}^{\prime}} \cdot H_{b, i}^{s_{2}^{\prime}} \cdot V_{b}^{y_{i} s_{4}}\right\}_{b \in[2], i \in[n]}, \mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right),\right. \\
& \left.\Lambda^{-s_{2}^{\prime}} \cdot m_{1}\right)
\end{aligned}
\]

Proposition 2. If the DLin assumption holds relative to GroupGen, then \(\mathrm{H}_{0}\) is computationally indistinguishable from \(\mathrm{H}_{1}\).
Proof. \({ }^{3}\)
Let us assume there exists a PPT adversary \(\mathcal{A}\) which distinguishes between \(\mathrm{H}_{0}\) and \(\mathrm{H}_{1}\) with non-negligible advantage. We describe a simulator \(\mathcal{B}\) which uses \(\mathcal{A}\), on input
\[
\left(g, A=g^{\alpha}, B=g^{\beta}, C=g^{\tau}, D=g^{\alpha \eta}, Z\right) \in \mathbb{G}^{6},
\]
and would output 1 if \(Z=g^{\beta(\eta+\tau)}\) and 0 if \(Z\) is a random element in \(\mathbb{G}\).

\footnotetext{
\({ }^{3}\) The proof is inspired by the paper [217]
}
\(\mathcal{B}\) interacts with \(\mathcal{A}\) as follows:
Set Up phase. The adversary \(\mathcal{A}\) sends to the simulator, \(\mathcal{B}\), two vectors \(\vec{x}, \vec{y} \in \mathbb{Z}_{p}^{n}\). The simulator picks
\[
g^{\prime} \stackrel{\Phi}{-} \mathbb{G}, \tilde{\Omega}, k, \tilde{\delta}_{b}, \theta_{b},\left\{w_{1, i}, \tilde{1}_{1, i}, f_{b, i}, h_{b, i}\right\}_{i \in[n], b \in[2]} \stackrel{\$}{\mathbb{Z}_{p}}
\]
compute \(\left\{w_{2, i}, \tilde{t}_{2, i}\right\}_{i \in[n]}\) such that for each \(i\) :
\[
\tilde{\Omega}=\tilde{\delta}_{1} w_{2, i}-\tilde{\delta}_{2} w_{1, i}=\theta_{1} \tilde{t}_{2, i}-\theta_{2} \tilde{t}_{1, i} .
\]

Compute the master public key components as follows and returns it:
\[
\begin{align*}
& \left\{W_{b, i}=g^{w_{b, i}}, F_{b, i}=g^{f_{b, i}}\right\}_{b \in[2], i \in[n]},\left\{U_{b}=A^{\tilde{\delta}_{b}}\right\}_{b \in[2]}, \\
& \left\{T_{b, i}=A^{\tilde{\tau}_{b, i}}, H_{b, i}=g^{\left.h_{b, i}\right\}_{b \in[2], i \in[n]},\left\{V_{b}=g^{\theta_{b}}\right\}_{b \in[2]},}\right.  \tag{4.4}\\
& h=A^{\tilde{\Omega}}, \Lambda=\mathbf{e}\left(g, g^{\prime}\right), K_{1}=g^{k}, K_{2}=g^{\prime \frac{1}{k}}
\end{align*}
\]

By doing so, \(\mathcal{B}\) implicitly sets:
\[
\delta_{b}=\alpha \tilde{\delta}_{b}, t_{b, i}=\alpha \tilde{t}_{b, i} \text { for } b \in[2], i \in[n] \text { and } \Omega=\alpha \tilde{\Omega}
\]
which shows that each element of the master public key is independently and uniformly distributed in \(\mathbb{Z}_{p}\). Also, notice that for each \(i \in[n]\), we have:
\[
\begin{align*}
\delta_{1} w_{2, i}-\delta_{2} w_{1, i} & =\alpha \tilde{\delta}_{1} w_{2, i}-\alpha \tilde{\delta}_{2} w_{1, i} \\
& =\theta_{1} \alpha \tilde{t}_{2, i}-\theta_{2} \alpha \tilde{t}_{1, i} \\
& =\theta_{1} t_{2, i}-\theta_{2} t_{1, i}  \tag{4.5}\\
& =\alpha \tilde{\Omega} \\
& =\Omega .
\end{align*}
\]

Hence the output has the same structure as the output of the real setup algorithm.

Token query phase. Note that all the secret parameters except
\[
\left\{\delta_{b}, t_{b, i}\right\}_{b \in[2], i \in[n]}, \Omega
\]
are known by \(\mathcal{B}\). When \(\mathcal{A}\) asks for a query for a vector \(\vec{v}, \mathcal{B}\) picks:
\[
\lambda_{1}, \tilde{\lambda}_{2},\left\{\tilde{r}_{i}, \Phi_{i}\right\}_{i \in[n]} \$ \mathbb{Z}_{p}^{\star}
\]
. When generating Tok \(_{\vec{v}}\), the simulator implicitly sets:
\[
\lambda_{2}=\alpha \tilde{\lambda}_{2}, r_{i}=\alpha \tilde{r}_{i}
\]
which are independently and uniformly distributed in \(\mathbb{Z}_{p}^{\star}\). Token elements are set as follows:
\[
\begin{aligned}
& K_{3, i}=A^{-\tilde{\delta}_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i} x_{i}}=(\text { by the above settings })=g^{-\delta_{2} r_{i}} \cdot g^{v_{i} w_{2, i} \lambda_{1}} . \\
& K_{5, i}=g^{-\theta_{2} \phi_{i}} \cdot A^{\lambda_{2} v_{i} \tilde{z}_{2, i} x_{i}}=(\text { by the above settings })=g^{-\theta_{2} \phi_{i}} \cdot g^{\lambda_{2} v_{i} t_{2, i} x_{i}} .
\end{aligned}
\]

Similarly, \(K_{4, i}=A^{\tilde{\delta}_{1} r_{i}} \cdot g^{-\lambda_{1} v_{i} w_{1, i} x_{i}}\),
\[
\begin{aligned}
K_{6, i} & =g^{\theta_{1} r_{i}} \cdot A^{-\lambda_{2} v_{i} \tilde{1}_{1, i} x_{i}} . \\
K_{B} & =\prod_{i=1}^{n} A^{-r_{i}} g^{-\Phi_{i}}=\prod_{i=1}^{n} g^{-\left(\alpha \tilde{r}_{i}+\Phi_{i}\right)}=\prod_{i=1}^{n} g^{-\left(r_{i}+\Phi_{i}\right)} .
\end{aligned}
\]
\(\mathcal{B}\) knows \(\left\{f_{b, i}, h_{b, i}\right\}_{b \in[2], i \in[n]}\), hence it can compute \(K_{A}\).
Generating the challenge ciphertext. \(\mathcal{A}\) sends message \(m_{0}\) to \(\mathcal{B}\). To generate a challenge ciphertext, \(\mathcal{B}\) picks
\[
s_{1}, s_{2}, s_{1}^{\prime}, s_{2}^{\prime}, \tilde{s}_{3}, \tilde{s}_{4}, \tilde{s}_{3}^{\prime} \stackrel{\$}{\$} \mathbb{Z}_{p}^{\star}
\]
such that:
\[
\tilde{s}_{3} \neq \tilde{s}_{3}^{\prime} .
\]

In fact, \(\mathcal{B}\) implicitly sets:
\[
s_{3}=\eta \tilde{s}_{3}, s_{4}=\beta \tilde{s}_{4}
\]
and computes the ciphertext as follows:
\[
\begin{aligned}
& \mathrm{ct}_{1}=g^{s_{2}}, \\
& \mathrm{ct}_{1}^{\prime}=g^{s_{2}^{\prime}} \text {, } \\
& \mathrm{ct}_{2}=h^{s_{1}} \text {, } \\
& \mathrm{ct}_{3, i}=W_{1, i}^{s_{1}} \cdot F_{1, i}^{s_{2}} \cdot D^{\tilde{\delta}_{1} \tilde{s}_{3} x_{i}}, \\
& \mathrm{ct}_{2}^{\prime}=h^{s_{1}^{\prime}} \text {, } \\
& \mathrm{ct}_{3, i}^{\prime}=W_{1, i}^{s_{1}^{\prime}} \cdot F_{1, i}^{s_{2}^{\prime}} \cdot D^{\tilde{\delta}_{1} x_{i} \tilde{s}_{3}^{\prime}}, \\
& \mathrm{ct}_{4, i}=W_{2, i}^{s_{1}} \cdot F_{2, i}^{s_{2}} \cdot D^{\tilde{\delta}_{2} \tilde{s}_{3} x_{i}}, \quad \mathrm{ct}_{4, i}^{\prime}=W_{2, i}^{s_{1}^{\prime}} \cdot F_{2, i}^{s_{2}^{\prime}} \cdot D^{\tilde{\delta}_{2} x_{i} \tilde{\delta}_{3}^{\prime}}, \\
& \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot B^{\theta_{1} \tilde{s}_{4} x_{i}}, \quad \mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}} \cdot B^{\theta_{1} \tilde{s}_{4} x_{i}} \text {, } \\
& \mathrm{ct}_{6, i}=T_{2, i}^{s_{1}} \cdot H_{2, i}^{s_{2}} \cdot B^{\theta_{2} \tilde{s}_{4} x_{i}}, \quad \mathrm{ct}_{6, i}^{\prime}=T_{2, i}^{s_{1}^{\prime}} \cdot H_{2, i}^{s_{2}^{\prime}} \cdot B^{\theta_{2} \tilde{s}_{4} x_{i}} \text {, } \\
& \mathrm{ct}_{7}=\left(\frac{\mathbf{e}(Z, g)}{\mathbf{e}(B, C)}\right)^{\tilde{s}_{3} \tilde{S}_{4}}, \quad \mathrm{ct}_{7}^{\prime}=\left(\frac{\mathbf{e}(Z, g)}{\mathbf{e}(B, C)}\right)^{\tilde{s}_{3}^{\prime} \tilde{s}_{4}}, \\
& \mathrm{ct}_{8}=\mathbf{e}\left(g, g^{\prime}\right)^{-s_{2}} \cdot m_{0} \quad, \mathrm{ct}_{8}^{\prime}=\mathbf{e}\left(g, g^{\prime}\right)^{-s_{2}^{\prime}} \cdot m_{0} .
\end{aligned}
\]

Since
\[
\begin{aligned}
& D^{\tilde{\delta}_{b} x_{i} \tilde{y}_{3}}=g^{\alpha \tilde{\delta}_{b} \eta \tilde{\mathcal{s}}_{3} x_{i}}=U_{b}^{x_{i} s_{3}} \\
& B^{\theta_{b} \tilde{s}_{4} x_{i}}=V_{1}^{\beta \tilde{s}_{4} x_{i}}=V_{b}^{s_{4} x_{i}}
\end{aligned}
\]
for each \(i \in[n]\) the values \(\mathrm{ct}_{3, i}, \mathrm{ct}_{3, i}^{\prime}, \ldots, \mathrm{ct}_{6, i}, \mathrm{ct}_{6, i}^{\prime}\) are computed properly.

1. \(Z=g^{\beta(\tau+\eta)}\) :
\[
\begin{aligned}
\Rightarrow \frac{\mathbf{e}(Z, g)}{\mathbf{e}(B, C)} & =\frac{\mathbf{e}\left(g^{\beta(\tau+\eta)}, g\right)}{\mathbf{e}\left(g^{\beta}, g^{\tau}\right)} \\
& =\frac{\mathbf{e}\left(g^{\beta}, g^{\tau}\right) \cdot \mathbf{e}\left(g^{\beta}, g^{\eta}\right)}{\mathbf{e}\left(g^{\beta}, g^{\tau}\right)} \\
& =\mathbf{e}\left(g^{\eta}, g^{\beta}\right) \\
\Rightarrow c t_{7} & =\left(\frac{\mathbf{e}(Z, g)}{\mathbf{e}(B, C)}\right)^{\tilde{s}_{3} \tilde{s}_{4}} \\
& =\mathbf{e}\left(g^{\eta \tilde{s}_{3}}, g^{\beta \tilde{s}_{4}}\right) \\
& =\mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right), \\
\operatorname{ct}_{7}^{\prime} & =\mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right) \quad \text { (Same computation as above) } \\
& \Rightarrow \mathcal{A} \text { interacting with } H_{0} .
\end{aligned}
\]
 which implies that adversary \(\mathcal{A}\) interacts with \(\mathrm{H}_{1}\).

Proposition 3. If the DBDH assumption holds relative to GroupGen , then \(\mathrm{H}_{1}\) is computationally indistinguishable from \(\mathrm{H}_{2}\).

Proposition 4. If the DLin assumption holds relative to GroupGen, then \(\mathrm{H}_{2}\) is computationally indistinguishable from \(\mathrm{H}_{3}\).

Proposition 5. If the DLin assumption holds relative to GroupGen, then \(\mathrm{H}_{3}\) is computationally indistinguishable from \(\mathrm{H}_{4}\).

Propositions 3,7,8 are proved in the Appendix 9.6.
Proposition 6. If the DLin assumption holds relative to GroupGen, then \(\mathrm{H}_{4}\) is computationally indistinguishable from \(\mathrm{H}_{5}\).

Proof. The simulator takes as input
\[
\left(g, A=g^{\alpha}, B=g^{\beta}, C=g^{\tau}, D=g^{\alpha \eta}, Z \stackrel{?}{=} g^{\beta(\eta+\tau)}\right)
\]
and by interacting with the adversary \(\mathcal{A}\), distinguish between the two cases \(Z=g^{\beta(\eta+\tau)}\) and \(Z \stackrel{\Phi}{ \pm}\), a random element of the group.
SetUp and token query phase. \(\mathcal{B}\) runs as in the SetUp phase and token query phase in proposition 8.
Generating the challenge ciphertext. \(\mathcal{B}\) chooses random elements
\[
\tilde{s}_{1}, \tilde{s}_{2}, \tilde{s}_{3}, \tilde{s}_{4}, \tilde{s}_{1}^{\prime}, \tilde{s}_{2}^{\prime}, \tilde{s}_{3}^{\prime}, k \stackrel{\$}{\mathbb{Q}} \mathbb{Z}_{p}^{*}
\]
and computes the challenge ciphertext as follows:
\[
\begin{aligned}
& \mathrm{ct}_{1}=C \cdot g^{\tilde{S}_{2}}=g^{\tau+\tilde{S}_{2}} \\
& \Rightarrow s_{2}=\tau+\tilde{s}_{2}, \\
& \mathrm{ct}_{1}^{\prime}=C^{k} \cdot g^{\tilde{s}_{2}^{\prime}}=g^{k \tau+\tilde{s}_{2}^{\prime}} \\
& \Rightarrow s_{2}^{\prime}=k \tau+\tilde{s}_{2} \\
& \mathrm{ct}_{2}=D^{\tilde{\Omega}} \cdot A^{\tilde{\Omega} \tilde{s}_{1}}=\left(g^{\alpha \tilde{\Omega}}\right)^{\left(\eta+\tilde{s}_{1}\right)}=h^{\eta+\tilde{s}_{1}} \\
& \Rightarrow s_{1}=\eta+\tilde{s}_{1} \\
& \mathrm{ct}_{2}^{\prime}=D^{k \tilde{\Omega}} \cdot A^{\tilde{\Omega} \tilde{s}_{1}^{\prime}}=\left(g^{\alpha \tilde{\Omega}}\right)^{\left(k \eta+\tilde{s}_{1}^{\prime}\right)}=h^{k \eta+\tilde{s}_{1}^{\prime}} \\
& \Rightarrow s_{1}^{\prime}=k \eta+\tilde{s}_{1}^{\prime} \\
& \mathrm{ct}_{3, i}=W_{1, i}^{\tilde{S}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}} \cdot U_{1}^{\tilde{S}_{3} x_{i}} \cdot D^{\tilde{w}_{1, i}} \cdot C^{f_{1, i}} \\
& =W_{1, i}^{\tilde{s}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\tilde{s}_{3} x_{i}} \cdot g^{\eta \alpha \tilde{w}_{1, i}} \cdot F_{1, i}^{\tau} \\
& =W_{1, i}^{\tilde{s}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\tilde{S}_{3} x_{i}} \cdot g^{\eta\left(w_{1, i}-\beta \delta_{1} x_{i}\right)} \\
& =W_{1, i}^{\tilde{s}_{1}+\eta} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\left(\tilde{s}_{3}-\eta \beta\right) x_{i}} \\
& \Rightarrow s_{3}=-\eta \beta+\tilde{s}_{3} \\
& \operatorname{ct}_{4, i}=W_{2, i}^{\tilde{s}_{1}} \cdot F_{2, i}^{\tilde{S}_{2}} \cdot U_{2}^{\tilde{s}_{3} x_{i}} \cdot D^{\tilde{w}_{2, i}} \cdot C^{f_{2, i}},\left(\text { similar computation as } \mathrm{ct}_{3, i}\right) \\
& \mathrm{ct}_{3, i}^{\prime}=W_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{1, i}^{\tilde{s}_{2}^{\prime}} \cdot U_{1}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot D^{k \tilde{w}_{1, i}} \cdot C^{k f_{1, i}} \\
& =W_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{1, i}^{\tilde{s}_{2}^{\prime}} \cdot U_{1}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot g^{k \eta \alpha \tilde{w}_{1, i}} \cdot F_{1, i}^{k \tau} \\
& =W_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{1, i}^{\tilde{s}_{2}^{\prime}+k \tau} \cdot U_{1}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot g^{k \eta\left(w_{1, i}-\beta \delta_{1} x_{i}\right)} \\
& =W_{1, i}^{\tilde{s}_{1}^{\prime}+k \eta} \cdot F_{1, i}^{\tilde{s}_{2}^{\prime}+k \tau} \cdot U_{1}^{\left(\tilde{s}_{3}^{\prime}-k \eta \beta\right) x_{i}} \\
& \Rightarrow s_{3}^{\prime}=-k \eta \beta+\tilde{s}_{3}^{\prime} \\
& \mathrm{ct}_{4, i}^{\prime}=W_{2, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{2, i}^{\tilde{s}_{2}^{\prime}} \cdot U_{2}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot D^{k \tilde{w}_{2, i}} \cdot C^{k f_{2, i}},\left(\text { similar computation as } \mathrm{ct}_{3, i}^{\prime}\right) \\
& \mathrm{ct}_{5, i}=T_{1, i}^{\tilde{S}_{1}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{S}_{2}} \cdot C^{\tilde{h}_{1, i}} \cdot Z^{\theta_{1} y_{i}} \cdot g^{\tilde{s}_{4} \theta_{1} y_{i}} \\
& \mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{k \tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}^{\prime}} \cdot C^{k \tilde{h}_{1, i}} \cdot Z^{k \theta_{1} y_{i}} \cdot g^{\tilde{s}_{4} \theta_{1} y_{i}} \\
& \operatorname{ct}_{6, i}=T_{2, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{2, i}} \cdot Z^{\theta_{2} y_{i}} \cdot g^{\tilde{s}_{4} \theta_{2} y_{i}} \\
& \mathrm{ct}_{6, i}^{\prime}=T_{2, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{k \tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}^{\prime}} \cdot C^{k \tilde{h}_{2, i}} \cdot Z^{k \theta_{2} y_{i}} \cdot g^{\tilde{s}_{4} \theta_{2} y_{i}}
\end{aligned}
\]

Analysis of the game. First, notice that:
\[
\begin{aligned}
D^{\tilde{t}_{1, i}} & =g^{\eta \alpha \tilde{t}_{1, i}}=g^{\eta\left(t_{1, i}-\beta \theta_{1} y_{i}\right)} \\
& =T_{1, i}^{\eta} \cdot g^{-\beta \eta \theta_{1} y_{i}} \\
D^{k \tilde{t}_{1, i}} & =T_{1, i}^{k \eta} \cdot g^{-k \beta \eta \theta_{1} y_{i}} \\
C^{\tilde{h}_{1, i}} & =g^{\tau\left(h_{1, i}-\beta \theta_{1} y_{i}\right)} \\
& =H_{1, i}^{\tau} \cdot g^{-\beta \tau \theta_{1} y_{i}} \\
C^{k \tilde{h}_{1, i}} & =H_{1, i}^{k \tau} \cdot g^{-k \beta \tau \theta_{1} y_{i}}
\end{aligned}
\]

Therefore:
\[
\begin{aligned}
\mathrm{ct}_{5, i} & =T_{1, i}^{\tilde{s}_{1}} \cdot D^{\tilde{1}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}} \cdot C^{\tilde{1}_{1, i}} \cdot\left(Z \cdot g^{\tilde{s}_{4}} \theta^{\theta_{1} y_{i}}\right. \\
& =T_{1, i}^{\eta+\tilde{s}_{1}} \cdot H_{1, i}^{\tau+\tilde{s}_{2}} \cdot\left(g^{-\beta(\tau+\eta)} \cdot Z \cdot g^{\tilde{s}_{4}}\right)_{1} y_{i} \\
& =T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot\left(g^{(-\beta(\tau+\eta)} \cdot Z \cdot g^{\tilde{s}_{4}}\right)^{\theta_{1} y_{i}} \\
\mathrm{ct}_{5, i}^{\prime} & =T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot\left(g^{(-k \beta(\tau+\eta)} \cdot Z^{k} \cdot g^{\tilde{s}_{4}}\right)^{\theta_{1} y_{i}}
\end{aligned}
\]

Now we consider the following two cases:
1. \(Z=g^{\beta(\eta+\tau)}\) :
\[
\begin{aligned}
g^{-\beta(\tau+\eta)} \cdot Z \cdot g^{\tilde{s}_{4}}=g^{\tilde{s}_{4}} & \Rightarrow \quad c t_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot U_{1}^{s_{4} y_{i}} \\
g^{-k \beta(\tau+\eta)} \cdot Z^{k} \cdot g^{\tilde{s}_{4}}=g^{\tilde{s}_{4}} & \Rightarrow \quad \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot U_{1}^{s_{4} y_{i}} \\
& \Rightarrow \text { The adversary interacts with hybrid } \mathrm{H}_{4}
\end{aligned}
\]
2. \(Z=g^{r}\) :
\[
\begin{aligned}
& g^{-\beta(\tau+\eta)} \cdot Z \cdot g^{\tilde{s}_{4}}=g^{r+\tilde{s}_{4}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot U_{1}^{s_{4} y_{i}} \\
& g^{-k \beta(\tau+\eta)} \cdot Z^{k} \cdot g^{\tilde{s}_{4}}=g^{k r+\tilde{s}_{4}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot U_{1}^{s_{4}^{s_{4}} y_{i}} \\
& \Rightarrow \text { The adversary interacts with hybrid } \mathrm{H}_{5} . \\
& \left\{\begin{array}{l}
g^{-\beta(\tau+\eta)} \cdot Z \cdot g^{\tilde{s}_{4}}=g^{r+\tilde{s}_{4}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot U_{1}^{s_{4} y_{i}} \\
g^{(-k \beta(\tau+\eta)} \cdot Z^{k} \cdot g^{\tilde{s}_{4}}=g^{k r+\tilde{s}_{4}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot U_{1}^{s_{4}^{\prime} y_{i}} \\
\Rightarrow \text { The adversary interacts with hybrid } H_{5} .
\end{array}\right.
\end{aligned}
\]

The proofs of indistinguishability for the other hybrids are the same as we have proved, Table 4.10:

Figure 4.10: The indistinguishability of two games in the left side is proven similar to the right side.
\begin{tabular}{|c|c||c|l|}
\hline \(\mathrm{H}_{5}-\mathrm{H}_{6}\) & Same as \(\mathrm{H}_{4}-\mathrm{H}_{5}\) & \(\mathrm{H}_{9}-\mathrm{H}_{10}\) & Same as \(\mathrm{H}_{4}-\mathrm{H}_{5}\) \\
\(\mathrm{H}_{6}-\mathrm{H}_{7}\) & Same as \(\mathrm{H}_{3}-\mathrm{H}_{4}\) & \(\mathrm{H}_{10}-\mathrm{H}_{11}\) & Same as \(\mathrm{H}_{1}-\mathrm{H}_{2}\) \\
\(\mathrm{H}_{7}-\mathrm{H}_{8}\) & Same as \(\mathrm{H}_{2}-\mathrm{H}_{3}\) & \(\mathrm{H}_{11}-\mathrm{H}_{12}\) & Same as \(\mathrm{H}_{0}-\mathrm{H}_{1}\) \\
\(\mathrm{H}_{8}-\mathrm{H}_{9}\) & Same as \(\mathrm{H}_{5}-\mathrm{H}_{4}\) & & \\
\hline
\end{tabular}

\section*{Chapter 5}

\section*{Verifiable IPE}

\section*{"trust, but VERIFY! " \({ }^{1}\)}

We encrypt our data, obfuscate our programs, anonymize our identities, and apply many layers of masking to our images, all while communicating anonymously.

We do, indeed, inhabit a cryptic universe.
Even though we feel safe with much security, there is a dark side to the story. Too much security also protects the malicious parties, so we need to start over and we need to think about this question:

Do we feel secure , in a world where everything is encrypted?
Contemplating of this question may imply that security is not sufficient and that, in order to benefit from a secure protocols, we must establish another notion, namely, verifiability.

This chapter will go over verifiability in further detail, followed by introducing our verifiable IPE.
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}

As an example of the need for verifiability, let us consider an election with a complex ballot that employs the risk-limiting tally technique [227], discussed in detail in 9, i.e., where only a random subset of the components of the ballots are revealed during the tally phase.

Now, consider that we employ a functional encryption scheme in this election as follows. Each voter encrypts her favorite choice as a \(0 / 1\) vector vote \(=\left(\nu_{1}, \ldots, v_{5}\right) ; v_{i} \in\) \(\{0,1\}\), for the candidate list ( \(c_{1}, \ldots, c_{5}\) ) and submits the ciphertext CT.

Two tellers \(\mathcal{T}_{1}\) and \(\mathcal{T}_{2}\) are given tokens tok \({ }_{1}\) and tok \({ }_{2}\); each token decrypts different components of CT. Let say tok decrypts ( \(\mathrm{ct}_{1}, \mathrm{ct}_{3}, \mathrm{ct}_{4}\) ) and tok \({ }_{2}\) opens ( \(\mathrm{ct}_{1}, \mathrm{ct}_{2}, \mathrm{ct}_{5}\) ). In the case of functional encryption, a dishonest party in charge of the token generation algorithm may provide defective tokens for either \(\mathcal{T}_{1}\) or \(\mathcal{T}_{2}\) in order to manipulate the election result or undermine election validity. As a result, the following could occur:
\[
\begin{aligned}
& \text { vote }=(1,1,0,1,0), \mathrm{CT}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}, \mathrm{ct}_{3}, \mathrm{ct}_{4}, \mathrm{ct}_{5}\right): \\
& \mathcal{T}_{1}\left(\mathrm{CT}, \text { tok }_{1}\right) \mapsto(0, *, 0,1, *), \\
& \mathcal{T}_{2}\left(\mathrm{CT}, \text { tok }_{2}\right) \mapsto(1,0, *, *, 0) .
\end{aligned}
\]

As the above computations demonstrate, at least one of the tokens must be defective due to the incompatibility of two outputs. In other words, the ciphertext CT cannot be the encryption of a single message. And in our example, this could result in one of two effects: either the election outcome does not accurately reflect the real voter's choice, or the election's validity is called into doubt.

It is worth mentioning that these flaws and inconsistencies are undetectable in distributed protocols that contain bulk data or stand-alone data. However they have a significant impact on procedure outcomes. This suggests that to take advantage of a secure cryptosystem, we need to define another concept, verifiability. Informally, in the above example, verifiability ensures that there is a unique vote such that for every token, the decryption algorithm outcome would stem from that unique vote.

\subsection*{5.1 Introduction and Research Question}

In FE and IPE, the encryptors and the Central Authority (CA) that generate the tokens are assumed to be honest. Indeed, as noticed by Badrinarayanan et al., in the presence of any dishonest party (that is, either the party that generates the token or the party who encrypts the message), the decryption outputs may be inconsistent, and this raises serious issues in practical applications (e.g., auditing). For instance, a dishonest authority might be able to generate a faulty token \(\operatorname{Tok}_{\vec{v}}\) for a vector \(\vec{v}=(1,0,3,0)\) such that Tok \(_{\vec{v}}\) enables the owner to decrypt the ciphertext, \(\mathrm{CT}_{1}\) for a vector \(\vec{x}_{1}=(0,1,0,0)\) but using the same token in decryption algorithm for the ciphertext \(\mathrm{CT}_{2}\), generated with respect to the vector \(\vec{x}_{2}=(0,2,0,1)\), outputs an error. Or a dishonest encryptor might generate a faulty ciphertext that decrypts to an incorrect result with an honestly computed token. These issues are particularly severe in the applications to functional commitments that we will see later.

Verifiable Inner Product Encryption (VIPE) overcomes those limitations by adding strong verifiability guarantees to IPE. VIPE is a special case of Verifiable Functional Encryption (VFE), firstly proposed by Badrinarayanan et al. [23] for general functionalities. Informally speaking, in VIPE, there are public verification algorithms to verify that the
output of the setup, encryption and token generation algorithms are computed honestly. Intuitively, suppose the master public key MPK and a ciphertext CT pass a public verification test. In this case, it means a message \(m\) and a unique vector \(\vec{x}-\) up to parallelism - exist such that for all vectors \(\vec{v}\), if a token \(\operatorname{Tok}_{\vec{v}}\) for \(\vec{v}\) is accepted by the verification algorithm then the following holds:
\[
\forall \vec{v}: \operatorname{Dec}\left(\operatorname{Tok}_{\vec{v}}, \mathrm{CT}\right)=f_{\vec{v}}(\vec{x}, m) .
\]

The main components we employ for constructing a VIPE scheme are, our perfectly correct IPE scheme 4 and Groth-Sahai NIWI-proof system 3.10.3.

Outline. In Section 5.3, we first formally define the verifiable Inner product Encryption scheme, its security notion and some impossibility result regarding Verifiability. Then as motivation we will present some of its applications in section 5.2. In Section 5.4 we present the relation we use for our construction. And finally we will give a full description of our construction in section 5.5. Finally, this chapter will end with a description of the verification algorithm in Section 5.6.

\subsection*{5.2 Motivating Applications}

IPE has numerous applications, including Anonymous Identity-Based Encryption [59], Hidden-Vector Encryption [56], and predicate encryption schemes supporting polynomial evaluation [173]. Badrinarayanan et al. [23] show that making FE schemes verifiable enables more powerful applications. As an example, in this section, we show that VIPE can be used to construct what we call a polynomial commitment scheme, which corresponds to a functional commitment of Badrinarayanan et al. for the polynomial evaluation predicate. The same construction can easily be adapted to construct functional commitments for the inner-product predicate.

\subsection*{5.2.1 Perfectly Binding Polynomial Commitments}

Using a polynomial commitment scheme (see also [170]), Alice may publish a commitment to a polynomial poly \((x)\) with coefficients in \(\mathbb{Z}_{p}\). If later Bob wants to know poly ( \(m\) ) for some value \(m\), that is the evaluation of the polynomial at some point; he sends \(m\) to Alice, who replies with the claimed evaluation \(y\) and proof that \(y=\operatorname{poly}(m)\). The proof guarantees that the claimed evaluation is consistent with the committed polynomial. We require the scheme to be perfectly binding.

We construct a polynomial commitment scheme for polynomials of degree at most \(d\) from a \(\Pi^{\text {vip }}=\langle\) VIP.SetUp, VIP.TokGen, VIP.Enc, VIP.Dec \(\rangle\) scheme for vectors of dimension \(d+2\) in the following way:
- Commitment Phase: To commit to a polynomial poly \(\in \mathbb{Z}_{p}[x]\) Alice performs the following steps:
1. Define the vector \(\vec{x}\) :
\[
\begin{aligned}
& \operatorname{poly}(x)=a_{d} x^{d}+a_{d-1} x^{d-1}+\ldots+a_{1} x+a_{0} \in \mathbb{Z}_{p}[X] \\
\Rightarrow & \vec{x}:=\left(a_{d}, a_{d-1}, \ldots, a_{1}, a_{0}, 1\right) \in \mathbb{Z}_{p}^{d+2}
\end{aligned}
\]
2. Run VIP.SetUp( \(1^{\lambda}, d+2\) ) to generate (MPK, MSK)
3. Run the encryption algorithm for the attribute \(\vec{x}\) :
\[
\mathrm{CT} \rightarrow \mathrm{VIP} . \operatorname{Enc}(\mathrm{MPK}, \vec{x})
\]
4. Output the commitment com := (MPK,CT).

\section*{- Opening phase:}
1. Bob requests a query \((m, y)\) to check if the commitment corresponds to a polynomial poly such that poly \((m)=y\).
2. Alice, the Committer runs the token-generator algorithm of VIP for vector
\[
\vec{v}:=\left(m^{d}, m^{d-1}, \ldots, m, 1,-y\right)
\]
and sends Tok \(_{\vec{v}}\) as the opening.
3. Bob would accept the opening if and only if VIP.Dec \(\left(\mathrm{CT}, \operatorname{Tok}_{\vec{v}}\right)=0\).
- Correctness property is implied from the following computations:
\[
\begin{aligned}
\langle\vec{x}, \vec{v}\rangle & =a_{d} m^{d}+a_{d-1} m^{d-1}+\ldots+a_{1} m+a_{0}-y \\
& =\operatorname{poly}(m)-y \\
& \Longrightarrow \operatorname{VIP} \cdot \operatorname{Dec}\left(\mathrm{CT}, \operatorname{Tok}_{\vec{v}}\right)=0 \text { iff } \operatorname{poly}(m)=y
\end{aligned}
\]

It is straightforward to see that the above algorithms form a functional commitment (in the sense of [23]) for the polynomial evaluation predicate. Therefore we refer the reader to [23] for more details on functional commitments.

\subsection*{5.3 Verifiability in the Context of Functional Encryption}

Firstly, we present a formal definition of a VIPE scheme. Essentially, VIPE is similar to IPE, except it is endowed with extra verification algorithms VerifyCT, Verifytok and VerifyMPK.

Definition 35. A verifiable inner product encryption scheme for a message space \(\mathcal{M}\) and a family \(\Sigma=\left\{\Sigma_{n}\right\}_{n>0}\) of vectors over some field is a tuple of PPT algorithms (here called VIP)
\[
\begin{equation*}
\Pi^{\text {vip }}=\{\text { SetUp, TokGen, Enc, Dec, VerifyMPK, VerifyCT, Verifytok }\} \tag{5.1}
\end{equation*}
\]
with the syntax and properties below:
- SetUp \(\left(1^{\ell}, n\right) \rightarrow(M P K, M S K):\) as for IPE.
- TokGen(MPK, MSK, \(\vec{v}) \longrightarrow\) tok \(_{\vec{v}}:\) as for IPE.
- Enc(MPK, \(\vec{x}, m) \rightarrow\) CT: as for IPE.
- \(\operatorname{Dec}\left(\mathrm{MPK}\right.\), tok \(\left._{\vec{v}}, \mathrm{CT}\right) \rightarrow m \in \mathcal{M} \cup\{\perp\}:\) as for IPE.
- VerifyMPK (MPK) \(\rightarrow\{0,1\}\) : this is a deterministic algorithm that outputs 1 if MPK was correctly generated, or outputs 0 otherwise.
- VerifyCT(MPK, CT) \(\rightarrow\{0,1\}\) : this is a deterministic algorithm that outputs 1 if CT was correctly generated using the master public key on input some \(m\) in the message space \(\mathcal{M}\) and a vector \(\vec{x}\), or outputs 0 otherwise.
- Verifytok \(\left(\mathrm{MPK}, \vec{v}\right.\), tok \(\left._{\vec{v}}\right) \longrightarrow\{0,1\}\) : this is a deterministic algorithm that outputs 1 if tok \(_{\vec{v}}\) was correctly generated using the master secret key on input vector \(\vec{v}\), or outputs 0 otherwise.
- Perfect correctness: as for IPE.
- Verifiability: VIP is verifiable if for all MPK \(\in\{0,1\}^{*}\), all \(\mathrm{CT} \in\{0,1\}^{*}\), there exists \(n>0,(\vec{x}, m) \in \Sigma_{n} \times \mathcal{M}\) such that for all \(\vec{v} \in \Sigma_{n}\) and tok \(_{\vec{v}} \in\{0,1\}^{*}\), the following holds:
\[
\operatorname{Pr}\left[\begin{array}{ll} 
& \text { VerifyMPK(MPK) }=1, \\
\operatorname{Dec}\left(M P K, \text { tok }_{\vec{v}}, \mathrm{CT}\right)=f_{\vec{v}}(\vec{x}, m) \mid & \operatorname{VerifyCT}(\mathrm{MPK}, \mathrm{CT})=1, \\
& \text { Verifytok(MPK, } \left.{ }^{2}, \text { tok }_{\vec{v}}\right)=1
\end{array}\right]=1
\]

Intuitively verifiability states that each ciphertext (possibly with the malicious generated public key) should be associated with a unique message ( \(\vec{x}, m\) ) and decryption for a function \(f_{\vec{v}}\) using any possibly maliciously generated token tok \(\vec{v}_{\vec{v}}\) should result in \(f_{\vec{v}}(\vec{x}, m)\) for the unique message associated with the ciphertext [23].
Additional Note. We remark that a verifiability property does hold only in a functional encryption system with the perfectly correct property. Because in case of (even) a negligible probability of error, a non-uniform adversary can choose the randomness (used in encryption or token generation algorithms) where the verification procedure falsely verifies the validity while the outcome of the algorithm does not match the actual values.

\subsection*{5.3.1 Security Notion of VFE}

Similar to FE (See 4.2.1), two approaches capture the security notion for functional encryption schemes; Game-based indistinguishability and simulation-based security, both of which come with the flavor of adaptive versus non-adaptive, one versus many, and fully versus selectively concept.
Simulation-Based Security. In [23], they show the implausibility result in a simulationbased secure verifiable functional encryption scheme (where the adversary can request keys arbitrarily). Furthermore, they demonstrate that even the most basic simulationbased security is impossible to achieve for verifiable functional encryption. The definition of simulation-based security for verifiable functional encryptions scheme is the same as for FE ; we refer to 4.1 for more details.

Theorem 5.3.1 ([23]). There exists a family of functions, each of which can be represented as a polynomial sized circuit, for which there does not exist any simulation-secure verifiable functional encryption scheme.

Indistinguishability-Based Security. We define a general version here. For a more detailed definition, we refer to Section 4.2.1:

Definition 36. A verifiable functional encryption scheme \(\Pi^{\text {vfe }}\) is \(\{\) selective, fully\}-secure if all PPT adversary \(\mathcal{A}\) has at most a negligible advantage in the experiment 5.1.

Figure 5.1: IND-CPA Security Game \(\operatorname{Exp}_{\mathcal{A}}^{\text {ind-ip }}\left(1^{\ell}, n\right)\)
- Selective Challenge Phase. \(\mathcal{A}\left(1^{\ell}, n\right) \longrightarrow \vec{x}_{0}, \vec{x}_{1} \in \Sigma_{n}\). Then \(\mathcal{A}\) sends these two vectors to the challenger.
- Setup Phase. The challenger \(\mathcal{C}\) generates the pair (MSK, MPK) by invoking the setup algorithm on input ( \(1^{\ell}, n\) ). Then \(\mathcal{C}\) sends MPK to \(\mathcal{A}\).
- Query Phase 1. \(\mathcal{A}\) asks for the token for a vector \(\vec{v}_{i} \in \Sigma_{n}\).
- Challenge Phase. \(\mathcal{A}\) sends to the challenger two messages \(m_{0}, m_{1} \in \mathcal{M}\) of the same length.
- Challenge Phase. \(\mathcal{C}\) flips a coin to generate random bit \(b\) and send
\[
\mathrm{CT}=\mathrm{VIP} . \operatorname{Enc}\left(\mathrm{MPK}, \vec{x}_{b}, m_{b}\right) .
\]
- Query Phase 2. Query Phase 2: same as Query Phase 1.
- Output Phase. \(\mathcal{A}\) outputs a bit \(b^{\prime}\).
- Winning Condition. \(\mathcal{A}\) wins the game if \(b^{\prime}=b\) and the following condition is met. It is required that if \(m_{0} \neq m_{1},\left\langle\vec{x}_{0}, \vec{v}_{i}\right\rangle,\left\langle\vec{x}_{1}, \vec{v}_{i}\right\rangle \neq 0\) for all the vectors \(\vec{v}_{i}\) queried in both query phase 1 and 2 , or \(\left\langle\vec{v}_{i}, \vec{x}_{0}\right\rangle=0\) iff \(\left\langle\vec{v}_{i}, \vec{x}_{1}\right\rangle=0\) otherwise. If the winning condition is satisfied, the game's output is 1 or 0 otherwise.

\subsection*{5.4 VIP Relations}

Our VIPE is based on a perfectly correct IPE (cf. our IPE scheme of Construction 4.6), a perfectly binding commitment scheme such as the commitment scheme proposed in [141] and NIWI proofs for some specific relations that will be detailed below.

Let \(n \in \mathbb{N}\) be the vector length and \(\ell\) the security parameter. Let IP be a perfectly correct IPE scheme, Commit be a perfectly binding commitment scheme and
\[
\operatorname{NIWI}^{\mathrm{mpk}}=\left\langle\mathcal{P}^{\mathrm{mpk}}, \mathcal{V}^{\mathrm{mpk}}\right\rangle, \text { NIWI }^{\text {enc }}=\left\langle\mathcal{P}^{\text {enc }}, \mathcal{V}^{\text {enc }}\right\rangle, \mathrm{NIWI}^{\text {tok }}=\left\langle\mathcal{P}^{\text {tok }}, \mathcal{V}^{\text {tok }}\right\rangle
\]
be NIWI proofs systems for, resp., the relations \(\mathbb{R}^{m p k}, \mathbb{R}^{\text {enc }}\) and \(\mathbb{R}^{\text {tok }}\), that are essentially instantiations of analogous relations in [23]. The construction of these NIWI systems are provided in Section 5.6.
1.
\[
\begin{aligned}
& \mathrm{R}_{\mathrm{mpk}}^{\mathrm{IP}}=\{(x, w): \\
& x=\mathrm{mpk}, \\
&\left.\quad \begin{array}{l} 
\\
\\
\\
\\
\\
\\
\\
\\
\end{array} \quad . \mathrm{mpk}, \mathrm{msk}, \mathrm{r}^{\mathrm{mpk}}\right)=\operatorname{IP} . \operatorname{SetUp}\left(1^{\ell}, n ; \mathrm{r}^{\mathrm{mpk}}\right)
\end{aligned}
\]
2.
\[
\begin{align*}
\mathrm{R}_{\mathrm{tokk}}^{\mathrm{IP}}=\{(x, w): & \\
& x=(\mathrm{mpk}, \text { toke }, \vec{v}), \\
& w=\left(\mathrm{msk}, \mathrm{r}^{\mathrm{mpk}}, \mathrm{r}^{\text {token }}\right), \\
& \left(\mathrm{mpk},\left(\mathrm{msk}, \mathrm{r}^{\mathrm{mpk}}\right)\right) \in \mathrm{R}_{\mathrm{IP}}^{\mathrm{mpk}},  \tag{5.3}\\
& \text { toke }=\mathrm{IP} . \operatorname{TokGen}\left(\mathrm{MSK}, \vec{v} ; \mathrm{r}^{\text {rok }}\right), \\
\} &
\end{align*}
\]
3.
\[
\mathrm{R}_{\mathrm{k}, \mathrm{ct}}^{\mathrm{IP}}=\{(x, w):
\]
\[
x=\left(\left(\mathrm{ct}_{1}, \mathrm{mpk}_{1}\right), \ldots,\left(\mathrm{ct}_{k}, \mathrm{mpk}_{k}\right)\right),
\]
\[
\begin{equation*}
w=\left(\vec{x}, m, r_{1}^{\mathrm{enc}}, \ldots, \mathrm{r}_{k}^{\mathrm{enc}}\right) \tag{5.4}
\end{equation*}
\]
\[
k \in[4],
\]
\[
i \in[k]: \mathrm{ct}_{i}=\operatorname{IP} . \operatorname{Enc}\left(\mathrm{mpk}_{i}, \vec{x}, m ; \mathrm{r}_{i}^{\mathrm{enc}}\right)
\]
\[
\}
\]
4.
\[
\begin{align*}
& \mathrm{R}_{\mathrm{enc}}^{\mathrm{P}}=\{(x, w): \\
& x=\left(\left\{c_{i}\right\}_{i \in[4]},\left\{a_{i}\right\}_{i \in[4]}, z_{0}, z_{1}\right) \text {, } \\
& w=\left(m, \vec{x},\left\{\mathrm{r}_{i}^{\text {enc }}\right\}_{i \in[4]}, i_{1}, i_{2}, \mathrm{r}_{0}^{\text {com }}, \mathrm{r}_{1}^{\text {com }}\right) \\
& \mathrm{P}_{1}^{\mathrm{enc}}(x, w) \vec{e} \mathrm{P}_{2}^{\mathrm{enc}}(x, w) \\
& \} \\
& P_{1}^{\text {enc }}=\text { True } \Longleftrightarrow  \tag{5.5}\\
& \left(\left(\left(c_{1}, a_{1}\right), \ldots,\left(c_{4}, a_{4}\right)\right),\left(\vec{x}, m,\left\{\mathrm{rr}_{i}^{\mathrm{enc}}\right\}_{i \in[4]}\right)\right) \in \mathrm{R}_{, \mathrm{P}}^{4, \mathrm{ct}} \\
& P_{2}^{\text {enc }}(x, w)=\text { True } \Longleftrightarrow \\
& i_{1}, i_{2} \in[4] \wedge\left(i_{1} \neq i_{2}\right) \wedge \\
& \left(\left(\left(c_{i_{1}}, a_{i_{1}}\right),\left(c_{i_{2}}, a_{i_{2}}\right)\right),\left(\vec{x}, m, r_{i}^{\mathrm{enc}}\right)\right) \in \mathrm{R}_{\mathrm{IP}}^{2, \mathrm{ct}}, \\
& \wedge z_{0}=\operatorname{Commit}\left(\left\{c_{i}\right\}_{i \in[4]} ; \mathrm{r}_{0}^{\mathrm{com}}\right) \wedge z_{1}=\operatorname{Commit}\left(0 ; \mathrm{r}_{1}^{\mathrm{com}}\right)
\end{align*}
\]
5.
\[
\begin{aligned}
& R_{\text {tok }}^{\mathrm{IP}}=\{(x, w): \\
& x=\left(\vec{v},\left\{t_{i}\right\}_{i \in[4]},\left\{a_{i}\right\}_{i \in[4]}, z_{0}, z_{1}\right) \\
& w=\left(\left\{b_{i}\right\}_{i \in[4]},\left\{\mathrm{r}_{i}^{\mathrm{mpk}}\right\}_{i \in[4]},\left\{\mathrm{r}_{i}^{\mathrm{tok}}\right\}_{i \in[4]}, i_{1}, i_{2}, i_{3}, \mathrm{r}_{0}^{\text {com }}, \mathrm{r}_{1}^{\text {com }}\right) \\
& P_{1}^{\text {tok }}=\text { True } \\
& \forall i \in[4]:\left(\left(a_{i},\left(b_{i}, r_{i}^{\mathrm{mpk}}\right)\right) \in \operatorname{R}^{\mathrm{mpk}} \wedge\right. \\
& \left.\left(\left(a_{i}, t_{i}, \vec{v}_{i}\right),\left(b_{i}, \mathrm{r}_{i}^{\mathrm{mpk}}, \mathrm{r}_{i}^{\text {tok }}\right)\right)\right) \in \underset{\mathrm{PP}}{\mathrm{R}} \text { tok } \wedge \\
& z_{1}=\operatorname{Commit}\left(1 ; \mathrm{r}_{1}^{\mathrm{com}}\right) \\
& P_{2}^{\text {tok }} \\
& i_{1}, i_{2}, i_{3} \in[4] \wedge \\
& \left(i_{1} \neq i_{2}\right) \wedge\left(i_{1} \neq i_{3}\right) \wedge\left(i_{2} \neq i_{3}\right) \\
& \forall j \in[3]:\left(a_{i_{j}},\left(b_{i_{j}}, \mathrm{r}_{i_{j}}^{\mathrm{mpk}}\right)\right) \in \mathrm{R}^{\mathrm{mpk}} \wedge \\
& \left(\left(a_{i_{j}}, t_{i_{j}}, \vec{v}_{i_{j}}\right),\left(b_{i_{j}}, \mathrm{r}_{i_{j}}^{\mathrm{mpk}}, \mathrm{r}_{i_{j}}^{\mathrm{tok}}\right)\right) \in \mathrm{R}_{\mathrm{IP}}^{\text {tok }} \\
& \wedge \\
& z_{0}=\operatorname{Commit}\left(\left\{c_{i}\right\}_{i \in[4]} ; \mathrm{r}_{1}^{\mathrm{com}}\right) \wedge \\
& \exists m \in \mathcal{M} \forall i \in[4] \operatorname{IP} . \operatorname{Dec}\left(c_{i}, t_{i}\right)=f_{\vec{v}}(m)
\end{aligned}
\]

\subsection*{5.5 Our Verifiable Inner Product Encryption Scheme}

Considering the relation, we describe our verifiable inner product encryption scheme as follows:
1. VIP.SetUp \(\left(1^{\ell}, n\right) \rightarrow(M P K, M S K):\)
(a) For \(i \in[4]\), run IP.SetUp \(\left(1^{\ell}, n\right)\) to generate \(\left(\mathrm{MPK}_{i}, \mathrm{MSK}_{i}\right)\).
(b) Run the commitment algorithm to generate
\[
\mathrm{Z}_{0}=\operatorname{Commit}\left(0 ; \mathrm{r}_{0}^{\text {com }}\right), \mathrm{Z}_{1}=\operatorname{Commit}\left(1 ; \mathrm{r}_{1}^{\text {com }}\right) .
\]
(c) Output
\[
\begin{aligned}
& \text { VIP.MPK }=\left(\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \\
& \text { VIP.MSK }=\left(\left\{\mathrm{MSK}_{i}\right\}_{i \in[4]}, \mathrm{r}_{0}^{\text {com }}, \mathrm{r}_{1}^{\text {com }}\right)
\end{aligned}
\]
2. VIP.Enc(MPK, \(m, \vec{x}) \rightarrow \mathrm{CT}\) :
(a) For \(i \in[4]\), run the encryption algorithm to compute:
\[
\mathrm{CT}_{i}=\mathrm{IP} . \operatorname{Enc}\left(\mathrm{MPK}, m, \vec{x} ; \mathrm{r}_{i}^{\mathrm{enc}}\right)
\]
(b) Set
\[
\begin{aligned}
& x=\left(\left\{\mathrm{CT}_{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \\
& w=\left(m, \vec{x},\left\{\mathrm{r}_{i}^{\mathrm{enc}}\right\}_{i \in[4]}, 0,0,0^{\left|u_{0}\right|}, 0^{u_{1} \mid}\right)
\end{aligned}
\]
(c) Run \(\mathcal{P}^{\mathrm{enc}}(x, w)\) to generate \(\pi_{\mathrm{ct}}\) for relation \(\operatorname{R}^{\mathrm{enc}}(x, w)\). Note that \(\mathrm{P}_{1}^{\mathrm{enc}}(x, w)=\) True.
(d) Output ciphertext
\[
\mathrm{CT}=\left(\left\{\mathrm{CT}_{i}\right\}_{i \in[4]}, \pi_{\mathrm{ct}}\right) .
\]
3. VIP.TokGen(MPK, MSK, \(f_{\vec{v}}\) ):
(a) For \(i \in[4]\), run IP.TokGen(MSK, \(\left.\vec{v} ; r_{i}^{\text {tok }}\right)\) to generate \(\operatorname{tok}_{\vec{v}}^{i}\).
(b) For
\[
x=\left(\vec{v},\left\{\operatorname{tok}_{\vec{v}}^{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right),
\]
and
\[
w=\left(\left\{\mathrm{MSK}_{i}\right\}_{i \in[4]},\left\{\mathrm{r}_{i}^{\text {tok }}\right\}_{i \in[4]}, 0,0,0,0^{\mid \mathrm{r}_{0}^{\text {com } \mid}},\left|\mathrm{r}_{1}^{\text {com }}\right|\right)
\]
run \(\mathcal{P}^{\text {tok }}\) to generate \(\pi_{\text {tok }}\) to prove \(\mathbb{R}^{\text {tok }}(x, w)=\) True. Note that \(\mathrm{P}_{1}^{\text {tok }}(x, w)=\) True.
(c) Output token \(\operatorname{tok}_{\vec{v}}=\left(\left\{\operatorname{tok}_{\vec{v}}^{i}\right\}_{i \in[4]}, \pi_{\text {tok }}\right)\).
4. VIP.Dec(MPK, \(f_{\vec{v}}\), tok \(\left._{\vec{v}}, \mathrm{CT}\right)\) :
(a) Run the verification algorithms \(\mathcal{V}^{\text {mpk }}, \mathcal{V}^{\text {enc }}, \mathcal{V}^{\text {tok }}\) on input the corresponding pairs of statements and proof (the proof for the verification of the master public key is set to the empty string). If some verification algorithms fail, stop and output \(\perp\) or go to the next step otherwise.
(b) For all \(i \in[4]\), compute
\[
m^{(i)}=\operatorname{IP} \cdot \operatorname{Dec}^{\left(\operatorname{tok}_{\vec{v}}^{(i)}, \mathrm{CT}_{i}\right),}
\]
and output the following:
\[
\left\{\begin{array}{l}
\text { If } \exists i_{1}, i_{2}, i_{3} \in[4] \text { s.t. } m=m^{\left(i_{1}\right)}=m^{\left(i_{2}\right)}=m^{\left(i_{3}\right)} \Rightarrow \text { Output } m . \\
\text { If } \nexists i_{1}, i_{2}, i_{3} \in[4] \text { s.t. } m^{\left(i_{1}\right)}=m^{\left(i_{2}\right)}=m^{\left(i_{3}\right)} \Rightarrow \text { Output } \perp .
\end{array}\right.
\]
5. VIP.VerifyMPK(MPK): Run
\[
\mathcal{V}^{\mathrm{mpk}}(\mathrm{MPK}, \epsilon)
\]
and output its result.
6. VIP.VerifyCT \(\left.\left.\left(\left\{\text { CT }_{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \pi_{\mathrm{ct}}\right)\right)\) :
run
\[
\mathcal{V}^{\mathrm{enc}}\left(\left(\left\{\mathrm{CT}_{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \pi_{\mathrm{ct}}\right)
\]
and output its result.
7. VIP.Verifytok \(\left(\left(\vec{v},\left\{\operatorname{tok}_{\vec{v}}^{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \pi_{\text {tok }}\right)\) :
run
\[
\mathcal{V}^{\text {tok }}\left(\left(\vec{v},\left\{\operatorname{tok}_{\vec{v}}^{i}\right\}_{i \in[4]},\left\{\mathrm{MPK}_{i}\right\}_{i \in[4]}, \mathrm{Z}_{0}, \mathrm{Z}_{1}\right), \pi_{\mathrm{tok}}\right)
\]
and output its result.

Correctness of VIP follows from perfect correctness of IP. IND-Security and Verifiability of VIP follows as a corollary (following theorem 5.5.1) from the verifiability and \(I N D\)-Security of the construction of [23] for general functions.

Theorem 5.5.1. IfIP is a perfectly correct IND-secure IP scheme for message space \(\mathcal{M}\) and the set \(\mathbb{Z}_{p}^{n}\) of vectors of length \(n\) over \(\mathbb{Z}_{p}\), and \(N I W I^{\mathrm{mpk}}, N I W I^{\mathrm{ct}}, N I W I^{\text {tok }}\) are NIWI systems resp. for relations \(R^{\mathrm{mpk}}, R^{\text {enc }},{\underset{1}{10 k}}_{\text {tok }}\) and Commit is a non-interactive perfectly binding and computationally hiding commitment scheme, then VIP is an IND-secure VIPE scheme for the class of inner product functionality over \(\mathcal{M}\) and \(\mathbb{Z}_{p}^{n}\).

\subsection*{5.6 NIWI Proofs and Verification Algorithms}

This section presents the proof systems that we used in our VIP scheme to prove membership of relations \(\mathbb{R}^{\text {mpk }},{\underset{R}{10 k}}_{\text {tok }}\) and \({\underset{R}{e n c}}^{\text {enc }}\). First for each of our relations \({ }^{2}\), we need to define a system of equations such that the satisfiability of that system and the membership in the relation are equivalent. Then, the GS generic prover and verifier algorithms, \(\operatorname{NIWI}_{\mathbb{G}}=\left\langle\mathcal{P}_{\mathbb{G} S}, \mathcal{V}_{\mathbb{G} S}\right\rangle\), can be used for such equations. In this section, for each of our relations of Section 5.4, we will either define a corresponding system of equations or show how to implement directly (without using GS proofs).
Notations: For the rest of this section, let us fix \(n \in \mathbb{N}\) as a vector space dimension and let \(i \in[n], b \in[2]\). Note we can efficiently check whether a string is a valid group element. We recall what follows.
\[
\begin{aligned}
\text { mpk } & =\left(g, h,\left\{W_{b, i}, F_{b, i}, T_{b, i}, H_{b, i}, U_{b}, V_{b}\right\}, K_{1}, K_{2}, \Lambda\right) \in \mathbb{G}^{4 n+8} \times \mathbb{G}_{T} \\
\text { msk } & =\left(\left\{w_{b, i}, f_{b, i}, t_{b, i}, h_{b, i}, \delta_{b}, \theta_{b}\right\}, \Omega, k\right) \in \mathbb{Z}_{p}^{4 n+6} \\
\text { tok }= & \left(K_{A}, K_{B},\left\{K_{3, i}, K_{4, i}, K_{5, i}, K_{6, i}\right\}_{i}\right) \in \mathbb{G}^{4 n+2} \\
\text { ct }= & \left(\left(\text { ct }_{1}, \mathrm{ct}_{2},\left\{\begin{array}{lll}
\mathrm{ct}_{3, i} & \mathrm{ct}_{4, i} \\
\mathrm{ct}_{5, i} & \mathrm{ct}_{6, i}
\end{array}\right\}, \mathrm{ct}_{7}, \mathrm{ct}_{8}\right),\right. \\
& \left.\left(\mathrm{ct}_{1}^{\prime}, \mathrm{ct}_{2}^{\prime},\left\{\begin{array}{lll}
\mathrm{ct}_{3, i}^{\prime} & , & \mathrm{ct}_{4, i}^{\prime} \\
\mathrm{ct}_{5, i}^{\prime} & , & \mathrm{ct}_{6, i}^{\prime}
\end{array}\right\}, \mathrm{ct}_{7}^{\prime}, \mathrm{ct}_{8}^{\prime}\right)\right) \in \mathbb{G}^{8 n+6} \times \mathbb{G}_{T}^{2}
\end{aligned}
\]

\subsection*{5.6.1 Master Public Key Verification}

Let \(x=\) mpk. Since \(g\) and \(\mathbf{e}(g, g)\) are generators for the groups \(\mathbb{G}\) and \(\mathbb{G}_{T}\) of prime order \(p\), we can represent all components of \(x\) as a power of either \(g\) or \(\mathbf{e}(g, g)\). That is, there exist:
\[
i=1, \ldots, n, b=1,2: \Omega, k^{\prime}, w_{b, i}, f_{b, i}, t_{b, i}, h_{b, i},\left\{\delta_{b}, \theta_{b}, k_{b}\right\} \in \mathbb{Z}_{p}
\]
such that:
\[
\begin{array}{r}
h=g^{\Omega}, W_{b, i}=g^{w_{b, i}}, F_{b, i}=g^{f_{b, i}}, U_{b}=g^{\delta_{b}}, K_{b}=g^{k_{b}} \\
\Lambda=\mathbf{e}(g, g)^{k^{\prime}}, T_{b, i}=g^{t_{b, i}}, H_{b, i}=g^{h_{b, i}}, V_{b}=g^{\theta_{b}}
\end{array}
\]

\footnotetext{
\({ }^{2}\) Actually, we will implement some or part of them not directly using GS proofs.
}

Input: mpk,
Output: 1 if mpk is a well-generated master public key for IP scheme and 0 otherwise
(1) If \(\Lambda \neq \mathbf{e}\left(K_{1}, K_{2}\right)\). output 0 otherwise go to the next step
(2) For \(i=1\) to \(n\) do:
(i.a) If \(\mathbf{e}\left(U_{1}, W_{2, i}\right) \cdot \mathbf{e}\left(U_{2}, W_{1, i}\right)^{-1} \neq \mathbf{e}(h, g)\) output 0 else go to the next step
(i.b) If \(\mathbf{e}\left(V_{1}, T_{2, i}\right) \cdot \mathbf{e}\left(V_{2}, T_{1, i}\right)^{-1} \neq \mathbf{e}(h, g)\) output 0 else go to the next step
(3) Output 1.

Figure 5.2: Master public key verification algorithm. ( \(\mathrm{R}_{\mathrm{IP}}^{\mathrm{mpk}}\), membership)

The following holds:
\[
\begin{aligned}
\mathbf{e}(g, h) & =\mathbf{e}\left(U_{1}, W_{2, i}\right) \cdot \mathbf{e}\left(U_{2}, W_{1, i}\right)^{-1} \\
& =\mathbf{e}\left(V_{1}, T_{2, i}\right) \cdot \mathbf{e}\left(V_{2}, T_{1, i}\right)^{-1} \\
& \Rightarrow \\
\mathbf{e}\left(g, g^{\Omega}\right) & =\mathbf{e}\left(g^{\delta_{1}}, g^{w_{2, i}}\right) \cdot \mathbf{e}\left(g^{\delta_{2}}, g^{-w_{1, i}}\right) \\
& =\mathbf{e}\left(g^{\theta_{1}}, g^{t_{2, i}}\right) \cdot \mathbf{e}\left(g^{\theta_{2}}, g^{-t_{1, i}}\right) \\
& \Rightarrow \\
\Omega & =\delta_{1} w_{2, i}-\delta_{2} w_{1, i} \\
& =\theta_{1} t_{2, i}-\theta_{2} t_{1, i} . \\
\mathbf{e}\left(K_{1}, K_{2}\right) & =\mathbf{e}\left(g^{k_{1}}, g^{k_{2}}\right) \\
& =\Lambda=\mathbf{e}\left(g, g^{k^{\prime}}\right) \\
& \Rightarrow k^{\prime}=k_{1} k_{2}
\end{aligned}
\]

By defining \(g^{\prime}:=g^{k^{\prime}}, K_{1}:=g^{k_{1}}, K_{2}:=g^{k_{2}}\), it follows that: \(\Lambda=\mathbf{e}\left(K_{1}, K_{2}\right), K_{1}=g^{k}, K_{2}=g^{\prime \frac{1}{k}}\)
Hence, we have the verification algorithm in Fig. 5.2 for the master public key:

\subsection*{5.6.2 Token Verification Algorithm}

As defined in Section 5.4, there are two relations for tokens, \(\mathbb{R}_{\mathrm{IP}}^{\mathrm{tok}}\) and \(\mathrm{R}^{\mathrm{tok}}\). The algorithm in Fig. 5.3 verifies membership in relation \(\mathrm{R}_{\mathrm{IP}}^{\text {tok }}\).

Correctness of the algorithm: For simplicity, let's assume \(\nu_{1} \neq 0\) and \(i^{*}=1\).
- \(\Lambda_{1}^{*}, \Lambda_{2}^{*} \in \mathbb{G}_{T} \Rightarrow \exists \lambda_{1}, \lambda_{2} \in \mathbb{Z}_{p}\) s.t. \(:\left\{\begin{array}{l}\Lambda_{1}^{*}=e(g, h)^{\lambda_{1} \nu_{1}}, \\ \Lambda_{2}^{*}=e(g, h)^{\lambda_{2} \nu_{1}}\end{array}\right.\),
- \(\forall i \in\{1,2, \ldots, n\} \exists r_{i}, r_{i}^{\prime} \in \mathbb{Z}_{p}\) s.t. \(\left\{\begin{array}{l}K_{3, i}=g^{-\delta_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i}}, \\ K_{4, i}=g^{\delta_{1} r_{i}^{\prime}} \cdot g^{-\lambda_{1} v_{i} w_{1, i}}\end{array}\right.\)

Input: MPK, \(\vec{v}=\left(v_{1}, \ldots, v_{n}\right) \neq \overrightarrow{0}\), tok
Output: 1 if tok is a well-generated token for IP scheme and 0 otherwise
1. If \(\vec{v}=\overrightarrow{0}\) output 0 else let \(i^{*}\) be an index such that \(v_{i^{*}} \neq 0\)
2. Compute \(\Lambda_{1}^{*}=\mathbf{e}\left(K_{3, i}, U_{1}\right) \cdot \mathbf{e}\left(K_{4, i}, U_{2}\right)\) and \(\Lambda_{2}^{*}=\mathbf{e}\left(K_{5, i}, V_{1}\right) \cdot \mathbf{e}\left(K_{6, i}, V_{2}\right)\)
3. If \(\Lambda_{1}^{*}=1_{\mathfrak{G}_{T}}\) OR \(\Lambda_{2}^{*}=1_{\mathfrak{G}_{T}}\) output \(\perp\)
4. For \(i=1\) to \(n\) do:
(a) If \(\left(\mathbf{e}\left(K_{3, i}, U_{1}\right) \cdot \mathbf{e}\left(K_{4, i}, U_{2}\right)\right)^{v_{i}{ }^{*}} \neq\left(\Lambda_{1}^{*}\right)^{\nu_{i}}\) output 0
(b) If \(\left(\mathbf{e}\left(K_{5, i}, V_{1}\right) \cdot \mathbf{e}\left(K_{6, i}, V_{2}\right)\right)^{v_{i} *} \neq\left(\Lambda_{2}^{*}\right)^{\nu_{i}}\) output 0
5. If \(\Lambda \prod_{i=1}^{n} \mathbf{e}\left(K_{3, i}, F_{1, i}\right)^{-1} \cdot \mathbf{e}\left(K_{4, i}, F_{2, i}\right)^{-1} \cdot \mathbf{e}\left(K_{5, i}, H_{1, i}\right)^{-1} \mathbf{e}\left(K_{6, i}, H_{2, i}\right)^{-1} \neq \mathbf{e}\left(K_{A}, g\right)\) output 0 .
6. If \(\prod_{i=1}^{n} \mathbf{e}\left(K_{3, i}, W_{1, i}\right) \cdot \mathbf{e}\left(K_{4, i}, W_{2, i}\right) \cdot \mathbf{e}\left(K_{5, i}, T_{1, i}\right) \cdot \mathbf{e}\left(K_{6, i}, T_{2, i}\right) \neq \mathbf{e}\left(h, K_{B}\right)^{-1}\) output 0 .
7. Output 1.

FIGURE 5.3: Token verification algorithm. ( \(\mathrm{R}_{\mathrm{P}}^{\text {tok }}\) 's membership)

Hence we obtain:
\[
\begin{align*}
\mathbf{e}\left(K_{3, i}, U_{1}\right) \cdot \mathbf{e}\left(K_{4, i}, U_{2}\right) & =\mathbf{e}\left(g^{-\delta_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i}}, g^{\delta_{1}}\right) \cdot \mathbf{e}\left(g^{\delta_{1} r_{i}^{\prime}} \cdot g^{-\lambda_{1} v_{i} w_{1, i}}, g^{\delta_{2}}\right) \\
& =\mathbf{e}(g, g)^{\delta_{1} \delta_{2}\left(r_{i}^{\prime}-r_{i}\right)} \cdot \mathbf{e}(g, h)^{\lambda_{1} v_{i}} \\
\Rightarrow &  \tag{5.7}\\
\left(\mathbf{e}\left(K_{3, i}, U_{1}\right) \cdot \mathbf{e}\left(K_{4, i}, U_{2}\right)\right)^{\nu_{1}} & =\mathbf{e}(g, g)^{\nu_{1} \delta_{1} \delta_{2}\left(r_{i}^{\prime}-r_{i}\right)} \cdot \mathbf{e}(g, h)^{\lambda_{1} v_{1} v_{i}}
\end{align*}
\]
- Step 3: \(\Lambda_{1}^{*} \neq 1_{\mathfrak{G}_{T}}, \Lambda_{2}^{*} \neq 1_{\mathfrak{G}_{T}} \Rightarrow \lambda_{1} \neq 0, \lambda_{2} \neq 0\)
- Step 4.a: If \(\left(\mathbf{e}\left(K_{3, i}, U_{1}\right) \cdot \mathbf{e}\left(K_{4, i}, U_{2}\right)\right)^{\nu_{1}}=\left(\Lambda_{1}^{*}\right)^{\nu_{i}} \Rightarrow\)
\[
\begin{aligned}
& \mathbf{e}(g, g)^{\nu_{1} \delta_{1} \delta_{2}\left(r_{i}^{\prime}-r_{i}\right)} \cdot \mathbf{e}(h, g)^{\lambda_{1} \nu_{1} v_{i}}=\mathbf{e}(g, h)^{\lambda_{1} \nu_{1} \nu_{i}} \\
\Rightarrow & \mathbf{e}(g, g)^{\nu_{1} \delta_{1} \delta_{2}\left(r_{i}^{\prime}-r_{i}\right)}=1_{\mathbb{G}_{T}} \\
\Rightarrow & \forall i \in[n]: r_{i}=r_{i}^{\prime} \Rightarrow
\end{aligned} \begin{aligned}
& K_{3, i}=g^{-\delta_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i}} \\
& K_{4, i}=g^{\delta_{1} r_{i}} \cdot g^{-\lambda_{1} v_{i} w_{1, i}}
\end{aligned}
\]

And similar computations show that the equality in step (4.b) holds for all \(i \in[n]\). Then we conclude that there exists \(\phi_{i} \in \mathbb{Z}_{p}\) such that:
\[
K_{5, i}=g^{-\theta_{2} \phi_{i}} \cdot g^{\lambda_{2} v_{i} t_{2, i}}, K_{6, i}=g^{\theta_{1} \phi_{i}} \cdot g^{-\lambda_{2} v_{i} t_{1, i}}
\]

\section*{- Step 5}
\[
\begin{aligned}
& K_{A}=g^{\prime} \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}} \Longleftrightarrow \\
\Longleftrightarrow & \mathbf{e}\left(K_{A}, g\right)=\mathbf{e}\left(g^{\prime} \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}}, g\right) \\
\Longleftrightarrow & \mathbf{e}\left(K_{A}, g\right)=\Lambda \cdot \prod_{i=1}^{n} \mathbf{e}\left(K_{3, i}, F_{1, i}\right)^{-1} . \mathbf{e}\left(K_{4, i}, F_{2, i}\right)^{-1} . \mathbf{e}\left(K_{5, i}, H_{1, i}\right)^{-1} \cdot \mathbf{e}\left(K_{6, i}, H_{2, i}\right)^{-1} .
\end{aligned}
\]

\section*{- Step 6}
\[
\begin{aligned}
& \prod_{i=1}^{n} \mathbf{e}\left(K_{3, i}, W_{1, i}\right) \cdot \mathbf{e}\left(K_{4, i}, W_{2, i}\right) \cdot \mathbf{e}\left(K_{5, i}, T_{1, i}\right) \cdot \mathbf{e}\left(K_{6, i}, T_{2, i}\right)=\mathbf{e}\left(h, K_{B}\right)^{-1} \\
= & \prod_{i=1}^{n} \mathbf{e}\left(g^{r_{i}\left(\delta_{1} w_{2, i}-\delta_{2} w_{1, i}\right)}, g\right) \cdot \mathbf{e}\left(g^{\phi_{i}\left(\theta_{1} t_{2, i}-\theta_{2} t_{1, i}\right)}, g\right)=\mathbf{e}\left(h, K_{B}\right)^{-1} \\
= & \prod_{i=1}^{n} \mathbf{e}(g, h)^{r_{i}+\phi_{i}}=\mathbf{e}\left(h, K_{B}\right)^{-1} \Rightarrow K_{B}=\prod_{i=1}^{n} g^{-\left(r_{i}+\phi_{i}\right)}
\end{aligned}
\]

The second relation is a disjunction of two predicates, \(\mathrm{R}^{\mathrm{tok}}(x, w)=P_{1}^{\mathrm{tok}} \vee P_{2}^{\mathrm{tok}}\). The proof of membership for this relation can be implemented using the equations for the token verification algorithm for relation \({\underset{P}{\mathrm{P}}}_{\text {tok }} 5.3\) and assuming to have pairing product equations corresponding to the commitments in the two predicates above. We skip further details.

\subsection*{5.6.3 NIWI-Proof for Encryption Algorithm}

For the relation \(\mathrm{R}_{\mathrm{IP}}^{\mathrm{ct}}\), we first provide proof of satisfiability for a system of equations related to a single ciphertext, that is \(k=1\). We will later extend it to the case of two ciphertexts, that is \(k=2\). For \(k>2\), the algorithm is similar to the case \(k=2\).

Let \(x=(\mathrm{mpk}, \mathrm{ct})\). We define the following variables for \(i \in[n]\) :
\[
\begin{aligned}
& \mathcal{S}_{1}=g^{s_{1}}, \mathcal{S}_{3}=g^{s_{3}}, \mathcal{S}_{4}=g^{s_{4}}, \mathcal{X}_{i}=g^{x_{i}}, \mathcal{S}_{1}^{\prime}=g^{s_{1}^{\prime}}, \mathcal{S}_{3}^{\prime}=g^{s_{3}^{\prime}}, \mathcal{U}_{1}=U_{1}^{s_{3}}, \\
& \mathcal{U}_{2}=U_{2}^{s_{3}}, \mathcal{V}_{1}=V_{1}^{s_{4}}, \mathcal{V}_{2}=V_{2}^{s_{4}}, \mathcal{U}_{1}^{\prime}=U_{1}^{s_{3}^{\prime}}, \mathcal{U}_{2}^{\prime}=U_{2}^{s_{3}^{\prime}}, \mathcal{K}_{1}=K_{1}^{s_{2}}, \mathcal{K}_{1}^{\prime}=K_{1}^{s_{2}^{\prime}}
\end{aligned}
\]

We have the following Equations related to component \(\mathrm{ct}_{2}\left(\mathrm{ct}_{2}^{\prime}\right)\) :
\[
\mathbf{e}\left(\mathrm{ct}_{2}, g\right)=\mathbf{e}\left(h^{s_{1}}, g\right)=\mathbf{e}\left(h, g^{s_{1}}\right)=\mathbf{e}\left(h, \mathcal{S}_{1}\right),\left(\mathbf{e}\left(\mathrm{ct}_{2}^{\prime}, g\right)=\mathbf{e}\left(h, \mathcal{S}_{1}^{\prime}\right)\right)
\]
and related equation to \(\mathrm{ct}_{3, i}\) for \(i \in[n]\) : (Same computation results the same equations for \(\mathrm{ct}_{j, i}, \mathrm{ct}_{j, i}^{\prime}\) for \(j=3,4,5,6\) )
\[
\begin{aligned}
\mathbf{e}\left(\mathrm{ct}_{3, i}, g\right) & =\mathbf{e}\left(W_{1, i}^{s_{1}}, g\right) \cdot \mathbf{e}\left(F_{1, i}^{s_{2}}, g\right) \cdot \mathbf{e}\left(U_{1}^{s_{3} x_{i}}, g\right) \\
& =\mathbf{e}\left(W_{1, i}, g^{s_{1}}\right) \cdot \mathbf{e}\left(F_{1, i}, g^{s_{2}}\right) \cdot \mathbf{e}\left(U_{1}^{s_{3}}, g^{x_{i}}\right) \\
& =\mathbf{e}\left(W_{1, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(F_{1, i}, \mathrm{ct} t_{1}\right) \cdot \mathbf{e}\left(\mathcal{U}_{1}, \mathcal{X}_{i}\right) \\
& \left.\Rightarrow \mathbf{e}\left(\mathrm{ct}_{3, i}, g\right) \cdot \mathbf{e}\left(F_{1, i}, \mathrm{ct}\right)_{1}\right)^{-1}=\mathbf{e}\left(W_{1, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(\mathcal{U}_{1}, \mathcal{X}_{i}\right)
\end{aligned}
\]

The equations show that the exponent of \(U_{b}^{s_{3}}\) and \(V_{b}^{s_{4}}\) in \(^{\mathrm{ct}_{3, i}}, \mathrm{ct}_{4, i}, \mathrm{ct}_{5, i}, \mathrm{ct}_{6, i}\) are \(x_{i}\). So we have the following equation:
\[
\begin{aligned}
\mathbf{e}\left(\mathcal{U}_{1}, U_{2}\right) \cdot \mathbf{e}\left(U_{1}^{-1}, \mathcal{U}_{2}\right) & =\mathbf{e}\left(U^{s_{3}}, U_{2}\right) \cdot \mathbf{e}\left(U_{1}^{-1}, U_{2}^{s_{3}}\right) \\
& =\mathbf{e}\left(U_{1}, U_{2}\right)^{s_{3}-s_{3}} \\
& =1_{G_{T}} \\
\mathbf{e}\left(\mathcal{V}_{1}, V_{2}\right) \cdot \mathbf{e}\left(V_{1}^{-1}, \mathcal{V}_{2}\right) & =\mathbf{e}\left(V^{s_{4}}, V_{2}\right) \cdot \mathbf{e}\left(V_{1}^{-1}, V_{2}^{s_{4}}\right) \\
& =\mathbf{e}\left(V_{1}, V_{2}\right)^{s_{4}-s_{4}} \\
& =1_{\mathbb{G}_{T}}
\end{aligned}
\]

The equation related to \(\mathrm{ct}_{7}=\mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right)\) is the following:
\[
\begin{aligned}
\mathrm{ct}_{7} & =\mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right)=\mathbf{e}\left(\mathcal{S}_{3}, \mathcal{S}_{4}\right), \\
\mathrm{ct}_{7}^{\prime} & =\mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right)=\mathbf{e}\left(\mathcal{S}_{3}^{\prime}, \mathcal{S}_{4}\right)
\end{aligned}
\]

To prove \(s_{3} \neq s_{3}^{\prime}\), we just need to check whether \(\mathrm{ct}_{7} \neq \mathrm{ct}_{7}^{\prime}\) or not.
\[
\operatorname{ct}_{7} \neq \mathrm{ct}_{7}^{\prime} \Rightarrow \mathbf{e}\left(g^{s_{3}}, g^{s_{4}}\right) \neq \mathbf{e}\left(g^{s_{3}^{\prime}}, g^{s_{4}}\right) \Rightarrow s_{3} \neq s_{3}^{\prime} .
\]

The equation related to \(\mathrm{ct}_{8}, \mathrm{ct}_{8}^{\prime}\) is the following:
\[
\begin{aligned}
& \quad \mathrm{ct}_{8}=\Lambda^{-s_{2}} \cdot m, \mathrm{ct}_{8}^{\prime}=\Lambda^{-s_{2}^{\prime}} \cdot m \\
& \Rightarrow \mathrm{ct}_{8}^{-1} \cdot \mathrm{ct}_{8}^{\prime}=\Lambda^{s_{2}} \cdot m^{-1} \Lambda^{-s_{2}^{\prime}} \cdot m \\
& \quad=\Lambda^{s_{2}-s_{2}^{\prime}} \\
& \Rightarrow \mathrm{ct}_{8}^{-1} \cdot \mathrm{ct}_{8}^{\prime}=\mathbf{e}\left(K_{1}, K_{2}\right)^{s_{2}-s_{2}^{\prime}}=\mathbf{e}\left(K_{1}, K_{2}^{s_{2}}\right) \cdot \mathbf{e}\left(K_{1}^{-1}, K_{2}^{s_{2}^{\prime}}\right)= \\
& \quad \mathbf{e}\left(K_{1}, \mathcal{K}_{2}\right) \cdot \mathbf{e}\left(K_{1}^{-1}, \mathcal{K}_{1}^{\prime}\right)
\end{aligned}
\]

And to prove that \(\mathrm{ct}_{1}=g^{s_{2}}\) and \(\mathrm{ct}_{8}=\lambda^{-s_{2}} \cdot m\), we add the following equation:
\[
\begin{array}{r}
\mathbf{e}\left(\mathrm{ct}_{1}, K_{1}\right)=\mathbf{e}\left(g, \mathcal{K}_{1}\right), \\
\mathbf{e}\left(c t_{1}^{\prime}, K_{1}\right)=\mathbf{e}\left(g, \mathcal{K}_{1}^{\prime}\right)
\end{array}
\]

So we have the following system of equations for one single ciphertext.
Now we need to provide proof that two ciphertexts ct, ct are the encryption of a single message \(m\) and a single attribute \(\vec{x}\) :
\[
\begin{aligned}
\mathcal{X}_{i}=g^{x_{i}}, \hat{\mathcal{X}}_{i}=\hat{g}^{x_{i}} & \Rightarrow \\
& \mathbf{e}\left(\mathcal{X}_{i}, \hat{g}\right)=\mathbf{e}\left(g, \hat{\mathcal{X}}_{i}\right) \\
& \Rightarrow \mathbf{e}\left(\mathcal{X}_{i}, \hat{g}\right) \cdot \mathbf{e}\left(g, \hat{\mathcal{X}}_{i}\right)^{-1}=1_{G_{T}}
\end{aligned}
\]

FIGURE 5.4: \(\mathrm{E}_{c t}\) : Equation for encryption verification algorithm.
\[
\begin{aligned}
& \mathbf{e}\left(\mathrm{ct}_{2}, g\right)=\mathbf{e}\left(h, \mathcal{S}_{1}\right) \text {, } \\
& \mathbf{e}\left(\mathrm{ct}_{2}^{\prime}, g\right)=\mathbf{e}\left(h, \mathcal{S}_{1}^{\prime}\right) \\
& \mathbf{e}\left(\hat{c}_{2}, \hat{g}\right)=\mathbf{e}\left(\hat{h}, \hat{\mathcal{S}}_{1}\right) \text {, } \\
& \mathbf{e}\left(\hat{c t}_{2}^{\prime}, \hat{\mathrm{g}}\right)=\mathbf{e}\left(\hat{h}, \hat{\mathcal{S}}_{1}^{\prime}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{3, i}, g\right) \cdot \mathbf{e}\left(F_{1, i}, \mathrm{ct}_{1}\right)^{-1}=\mathbf{e}\left(W_{1, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(\mathcal{U}_{1}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{3, i}^{\prime}, g\right) \cdot \mathbf{e}\left(F_{1, i}, \mathrm{ct}_{1}^{\prime}\right)^{-1}=\mathbf{e}\left(W_{1, i}, \mathcal{S}_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{U}_{1}^{\prime}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{4, i}, g\right) \cdot \mathbf{e}\left(F_{2, i}, \mathrm{ct}_{1}\right)^{-1}=\mathbf{e}\left(W_{2, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(\mathcal{U}_{2}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{4, i}^{\prime}, \mathrm{g}\right) \cdot \mathbf{e}\left(F_{2, i}, \mathrm{ct}_{1}^{\prime}\right)^{-1}=\mathbf{e}\left(W_{2, i}, \mathcal{S}_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{U}_{2}^{\prime}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{5, i}, g\right) \cdot \mathbf{e}\left(H_{1, i}, \mathrm{ct}_{2}\right)^{-1}=\mathbf{e}\left(T_{1, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(\mathcal{V}_{1}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{5, i}^{\prime}, \mathrm{g}\right) \cdot \mathbf{e}\left(H_{1, i}, \mathrm{ct}_{2}^{\prime}\right)^{-1}=\mathbf{e}\left(T_{1, i}, \mathcal{S}_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{V}_{1}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{6, i}, \mathrm{~g}\right) \cdot \mathbf{e}\left(H_{2, i}, \mathrm{ct}_{2}\right)^{-1}=\mathbf{e}\left(T_{2, i}, \mathcal{S}_{1}\right) \cdot \mathbf{e}\left(\mathcal{V}_{2}, \mathcal{X}_{i}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{6, i}^{\prime}, \mathrm{g}\right) \cdot \mathbf{e}\left(H_{2, i}, c t_{2}^{\prime}\right)^{-1}=\mathbf{e}\left(T_{2, i}, \mathcal{S}_{1}^{\prime}\right) \cdot \mathbf{e}\left(\mathcal{V}_{2}, \mathcal{X}_{i}\right) \\
& \mathrm{ct}_{7}=\mathbf{e}\left(\mathcal{S}_{3}, \mathcal{S}_{4}\right), \mathrm{ct}_{7}^{\prime}=\mathbf{e}\left(\mathcal{S}_{3}^{\prime}, \mathcal{S}_{4}\right) \text {, } \\
& \hat{\mathrm{ct}}{ }_{7}=\mathbf{e}\left(\hat{\mathcal{S}}_{3}, \hat{\mathcal{S}}_{4}\right), \mathrm{ct} \mathrm{t}_{7}^{\prime}=\mathbf{e}\left(\hat{\mathcal{S}}_{3}^{\prime}, \hat{\mathcal{S}}_{4}\right) \\
& \mathrm{ct}_{8}^{-1} \cdot \mathrm{ct}_{8}^{\prime}=\mathbf{e}\left(K_{1}, \mathcal{K}_{2}\right) \cdot \mathbf{e}\left(K_{1}^{-1}, \mathcal{K}_{1}^{\prime}\right) \text {, } \\
& \hat{c t}_{8}^{-1} \cdot \hat{c t}_{8}^{\prime}=\mathbf{e}\left(\hat{K}_{1}, \hat{\mathcal{K}}_{2}\right) \cdot \mathbf{e}\left(\hat{K}_{1}^{-1}, \hat{\mathcal{K}}_{1}^{\prime}\right) \\
& \mathbf{e}\left(\mathrm{ct}_{1}, K_{1}\right)=\mathbf{e}\left(g, \mathcal{K}_{1}\right) \text {, } \\
& \mathbf{e}\left(\mathrm{ct}_{1}^{\prime}, K_{1}\right)=\mathbf{e}\left(\mathrm{g}, \mathcal{K}_{1}^{\prime}\right)
\end{aligned}
\]

Notice that \(\mathrm{ct}_{8}, \mathrm{ct}_{8}^{\prime}\) are the only components of the ciphertext which are related to the message, \(m\),so we have:
\[
\begin{aligned}
\left(\mathrm{ct}_{8}=\Lambda^{-s_{2}} m, \hat{c t}_{8}=\hat{\Lambda}^{-\hat{s}_{2}} m\right) & \Rightarrow \mathrm{ct}_{8} \hat{\mathrm{ct}}_{8}^{-1}=\Lambda^{-s_{2}} \cdot \hat{\Lambda}^{\hat{s}_{2}} \\
\mathbf{e}\left(K_{1}^{s_{2}}, K_{2}^{-1}\right) \cdot \mathbf{e}\left(\hat{K}_{1}^{\hat{s}_{2}}, \hat{K}_{2}\right) & =\mathbf{e}\left(\mathcal{K}_{1}, K_{2}^{-1}\right) \cdot \mathbf{e}\left(\hat{\mathcal{K}}_{1}, \hat{K}_{2}\right) \\
& =\mathbf{e}\left(K_{1}^{-1}, \mathcal{K}_{2}\right) \cdot \mathbf{e}\left(\hat{K}_{1}, \hat{\mathcal{K}}_{2}\right) \\
& =\Lambda^{-s_{2}} \hat{\Lambda}^{\hat{s}_{2}} \\
& =\operatorname{ct}_{8} \hat{c t}_{8}^{-1}
\end{aligned}
\]

So, the prover has to provide proof for the following system of equations:
\[
\mathrm{E}_{\mathrm{ct}-\hat{\mathrm{ct}}}:\left\{\begin{array}{l}
\mathrm{ct}_{8} \hat{\mathrm{ct}}_{8}^{-1}=\mathbf{e}\left(\mathcal{K}_{1}, K_{2}^{-1},\right) \cdot \mathbf{e}\left(\hat{\mathcal{K}}_{1}, \hat{K}_{2}\right) \\
\operatorname{ct}_{8} \hat{\mathrm{ct}}_{8}^{-1}=\mathbf{e}\left(K_{1}^{-1}, \mathcal{K}_{2}\right) \cdot \mathbf{e}\left(\hat{K}_{1}, \hat{\mathcal{K}}_{2}\right) \\
\mathbf{e}\left(g, \mathcal{K}_{1}\right)=\mathbf{e}\left(\mathrm{ct}_{1}, K_{1}\right) \\
\mathbf{e}\left(\hat{\mathrm{g}}, \hat{\mathcal{K}}_{1}\right)=\mathbf{e}\left(\hat{c t}_{1}, \hat{K}_{1}\right) \\
\mathbf{e}\left(\mathcal{X}_{i}, \hat{\mathrm{~g}}\right) \cdot \mathbf{e}\left(\mathrm{g}, \hat{\mathcal{X}}_{i}\right)^{-1}=1_{\mathfrak{G}_{T}}
\end{array}\right.
\]

Summing up, to provide the NIWI-proof system for the encryption algorithm, the prover uses Groth-Sahai proof-system for the system of equations, \(\mathrm{E}_{\mathrm{CT}}=\mathrm{E}_{\mathrm{ct}} \wedge \mathrm{E}_{\mathrm{ct}-\mathrm{ct}}\).

\subsection*{5.7 Conclusion}

Our main contribution is the first efficient verifiable (attribute-hiding) IPE scheme from bilinear groups. The privacy of our scheme is based on the standard DLin assumption whereas its verifiability is unconditional. Towards this goal, we also constructed the first perfectly correct inner product encryption scheme for plaintexts of arbitrary length. Our VIPE scheme is selectively secure only; we leave as an interesting open problem the construction of a fully secure one.

\section*{Part II}

\section*{Verifiable Secure E-Voting Protocols}

Developing an electronic voting system with all of the desired features is undoubtedly challenging, if not impossible; secrecy and privacy on one side, verifiability and coercion resistance on the other, and, most importantly, usability and efficiency, a complicated challenge.
That is correct. Democracy is not achieved for a small price, even in the electronic world!
In the second part of my thesis, I present my research on secure and verifiable electronic voting protocols. I have mainly worked on instantiating e-voting protocols with cryptographic primitive from the first part, providing a security analysis of the system while always keeping eyes on the efficiency and the voter-friendly property of the protocol.

\section*{Chapter 6}

\section*{Building Blocks; Verifiable E-Voting Protocols}

An electronic voting protocol (e-voting for short) can be considered a distributed system. Extensive research has been conducted to investigate the properties and requirements of e-voting protocols both from a technical [46, \(85,92,241,221]\) and legal point of view [254, 187, 208, 99].
In this chapter we give an overview of an e-voting protocol and its requirements. Later we, formally present the computational framework and formal definition as we will use later in our research.
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\subsection*{6.1 Introduction}

In order to be able to analyze and evaluate an e-voting scheme using accurate mathematical tools and concepts, we must first develop a solid foundation for an e-voting system, then describe all of the related concepts and properties, establish a robust framework, and choose an appropriate computing model. To begin to establish such a foundation, we consider an electronic voting system to take the form of distributed cryptographic protocols. These protocols make use of cryptographic primitives (e.g. encryption, signature) to provide privacy, protect voters against malicious parties.

As any distributed protocol, specifically an e-voting protocol, is operated by a group of participants and follows some specified algorithms. We begin with a generic description of e-voting protocol, including protocol's participants, roles, and phases.

\subsection*{6.1.1 Protocol Participants and Procedures}

An e-voting protocol, in its broadest sense, consists of the setup and registration phase, the ballot-casting ceremony, the tally phase, and the verification phase, all of which are carried out by the entities listed below. We should highlight that any e-voting system can either put a variety of roles on a single party or completely abolish a role.

\section*{Protocol Participants.}
- Election Authority is a party in charge of running the election, declaring election policies, and appointing other parties.
- Election Trustee produces and publishes public and private key pairs for the election. This is a simplified version of the real-world protocol that all of its keys are generated distributively among trustees.
- Voters who intend to vote may use a Voter Supporting Device (vsd) such as a desktop computer or smartphone. vsd is a device that plays a role as an interface between the voter and the voting server. It generates voters' ballots, casts the ballot on the bulletin board, and could also perform the verification step. We let \(\left\{v_{1}, \ldots, v_{n}\right\}\) refer to the set of legitimate voters; By a legitimate voter, we mean the voter who is registered legally in the registration phase.
- A voting server that plays the role of a ballot box and collects the ballots from all voters.
- A set of tabulation tellers are in charge of the tallying process. They collect the ballots, tally them and output the election result (see below).
- Bulletin Board, \(\mathfrak{B B}\) operates as a public append-only broadcast channel to distribute all election-related materials, such as public parameters, cast ballots, and tally phase information. Some e-voting schemes consider a set of ballot boxes to which voters cast their votes and a bulletin board that publishes the public information. In our work, the bulletin board is in charge of both tasks. An honest bulletin board keeps a list of all the input it receives from arbitrary participants and returns the list upon request. In a standard model of e-voting scheme, we assume a single trustworthy bulletin board. An honest bulletin board keeps a record of all the input it receives from random participants and distributes it on demand.

As we will see, most models (as well as many protocols) assume a single reliable bulletin board.
- A set of supervised registrars (SR) are in charge of administrating the electoral register. They register legitimate voters and provide them with their credentials.
- Auditors/judges verify particular information at the end or throughout the election in order to detect malicious behaviour. Typically, these checks are based simply on publicly available data and so can be performed by any party.
- The coercer is a party that maliciously attempts to force some parties to deviate their own choice. The coercer is not formally a participant in e-voting protocols, however, implicitly we consider its role which can be carried out by any participant of the protocol or some external party.

Protocol Phases: The following is a brief description of a conventional e-voting protocol.
- Setup phase: In this phase, the election authority members declare the election's policy and trustees. Election policy establishes procedures for re-voting and all the election parameters such as the election identifier, list of candidates, list of eligible voters, opening and closing times, as well as defining the resultant functions. Technically, the election authority determines the cryptographic primitives and algorithms for the protocol during this step. Then the Election trustees run the related algorithms and procedures to generate the election parameters, both public and private parameters such as the election's secret key. At the end of this phase, the public parameter of election, such as election policy, algorithms and procedures are published on the bulletin board.
- Registration phase: In this phase, all protocol participants generate their key material and publish the respective public parts. Each voter \(\mathrm{v}_{i}\) is assigned her or his credentials, including the public and the private key. After offline and online registration phases, a list of legitimate voters along their public parameters is published on the bulletin board according to the election policy.
- The voting ceremony is the phase where voters generate their ballot and cast their ballot by sending it to the append-only public bulletin board.
- Tally phase: The order of this phase depends on the election policy. Nevertheless, a generic e-voting scheme has the following steps in a different order.
1. Verify the validity of each ballot, either illegitimate voter or invalid ballot.
2. Remove the invalid ballots.
3. Detect whether any voter casts more than one ballot and then choose one ballot for each voter based on the election policy.
4. Anonymize the ballots by removing the public-id of each ballot and performing some mix-net servers.
5. Apply the result function and compute the election result.

Additional Note. A result function, \(f_{\text {res }}\), is a mapping that takes a pair (id, vote \({ }_{i d}\) ) (voter identifiers and their vote) as input and returns a value (bit-string) that
represents the election result. For instance, if the election policy states that the winner is the person who receives the most votes, then:
\[
f_{\mathrm{res}}((5, A),(2, A),(4, B),(6, B),(1, A),(3, C)) \mapsto A
\]

Of course, we can write another function, \(g_{\text {res }}\), that on the mentioned input returns
\[
g_{\mathrm{res}}((5, A),(2, A),(4, B),(6, B),(1, A),(3, C)) \mapsto(A: 3, B: 2, C: 2) \text {, }
\]
resulting in the same winner, but from a security standpoint, we regard \(f_{\text {res }}\) and \(g_{\text {res }}\) to be two different result functions.
- Verification phase: During this phase, the whole process of the election should be verified, and it consists of two distinct operations. The first is conducted by individual voters using some secret parameters. The second one is formally carried out by some auditors/judges, but it must also be available for public verification. This means that any individual can verify the election process without requiring any secret information.

\subsection*{6.1.2 Security Notions in the Context of E-Voting Protocols}

There have been numerous properties proposed to describe the level of security and reliability of an electronic voting protocol. Among them, privacy and verifiability are the most significant ones. The terms privacy and verifiability in an e-voting system refer to a broad concept incorporating various characteristics. As a result, we distinguish between the following properties, each capturing a different aspect of privacy and security.
- Privacy as a fundamental human right [249] guarantees that all voters cast their ballot as intended without any external force and also ensures that no information about the voter's intention is leaked, aside from what can be deduced from the election result. Hence, in the context of e-voting protocol, we consider the following properties:
1. Ballot Privacy: The protocol system must not leak any additional information on how each voter cast the ballot [226, 177, 92], aside from the information available from the election result. This also includes hiding whether a particular voter has participated in the election [144, 84].
2. Receipt-Freeness: It states the protocol should not provide any evidence that helps voters prove how they voted to a third party [211, 40]. In fact, it expresses a stronger notion of privacy, stating that my vote should stay hidden even if I am eager to disclose it. More specifically, receipt-freeness implies that, even if an attacker forces the voter to reveal all of the information about the election (e.g., any confirmation message), he should not be able to tell whether the voter provided her true vote or a forged one.
3. Coercion-Resistance: The protocol should preserve privacy even for the voter under coercion. Coercion resistance is essential in voting protocols because it protects voters from hostile parties such as coercers or vote-buyers who attempt to impose them to vote in a certain way \([226,168,80]\).
4. Fairness: The voting system should not reveal any partial results before the voting is finished [177].
- Verifiability captures the fact that the outcome of the tally phase is an actual election result, and it can be verified. As defined by Sako and Killian [230], a verifiable e-voting protocol should fulfil the following two properties:
1. Individual Verifiability: All voters can verify that their cast ballots are included in the set of all votes. This phase is carried out in a designated-verifier way and is not necessary a public-verifier.
2. Universal Verifiability: Any observer can verify that the tally has been correctly computed from the sets of votes. In contrast to individual verifiability, this phase must be publicly verifiable.

The above two properties can be broken down into three distinct steps: cast-asintended, recorded-as-cast and tallied-as-recorded. Any electronic voting system that includes a verification mechanism for all these three steps is referred to as End-to-End Verifiable protocol.

\subsection*{6.2 Formal Definitions}

Before we can formally define, analyse and examine the properties of electronic voting protocols in our study, we must formally define the computational model. Here, we present our computational model, which is a simplification of the general and comprehensive computational framework introduced in [182]. Consider the protocol description \(\Pi^{\text {evoting. We define the following concepts. }}\)

\subsection*{6.2.1 Computational Model}

In this section, we present a generic definition of an e-voting protocol and the computational model that we will use later to formalize the properties of our e-voting protocols. we customize the KTV framework introduced in [182] which is based on the interactive Turing machines (ITMs) communicate via tapes. The ITMs may perform probabilistic polynomial-time computations in the length of the security parameter and the input received so far. Following [182] an e-voting protocol specifies the process (program) carried out by honest voters and honest voting authorities such as honest registration tellers, tallying tellers, bulletin board, etc along with some public parameters pp. First we recall the main concepts used in KTV framework.

Process is a set of probabilistic polynomial-time Interactive Turing Machines (ITMs) that can perform internal computation and can communicate with other processes by sending messages via (external) input/output channels. A single session-run of a protocol includes a description of the corresponding process, the security parameter, and all random coins used by the program. Namely a run is determined by the random coins used by the programs in the process. As a result, the process defines a family of probability distributions over a run, which are indexed by the security parameter. Each process is initiated by a program known as a master program, and at each point during the execution of a process, only one program is active. We present the process by
\[
\pi^{\ell}=\mathrm{p}_{1}\left\|\mathrm{p}_{2}\right\| \ldots \| \mathrm{p}_{t}
\]
where \(\mathrm{p}_{i} \mathrm{~s}\) are PPT programs and each of them take as input the security parameter \(\ell\). We assume all program \(\mathrm{p}_{i}\) has a running time polynomial in term of \(\ell\). Additionally, we
let \(\pi_{1} \| \pi_{2}\) to refer the composition of two processes \(\pi_{1}\) and \(\pi_{2}\).
An e-voting protocol is a tuple of \(\Pi^{\text {evoting }}=\left\langle n_{\mathrm{v}}, \text { Agent }, \Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\text {elc }}, f_{\text {res }}\right\rangle^{1}\) with \(n_{\mathrm{v}}\) voters where:
- Agent is a finite set of protocol participants (parties). In a typical e-voting protocol, Agent includes voters \(\left\{\mathrm{v}_{1}, \ldots, \mathrm{v}_{n_{v}}\right\}\), election trustee \(\mathfrak{T}\), registrar \(\mathfrak{R}\) and a bulletin board \(\mathfrak{B B}\). We also assume Agent includes scheduler \(\mathfrak{s}\) which acts as the master program of the protocol process and trigger the protocol participants and the adversary in the appropriate order. We consider a set of channels which agents communicate through them with each other and also a channel that the adversary connects to the agent through that.
We use a positive boolean formula over propositions of the form hon \([a]\) for an agent \(a \in\) Agent to describe a group or groups of participants that can guarantee, when running their honest programs, that a protocol's goal is achieved. For example the following formula is true if the bulletin board, the scheduler and at least one of the voters are honest:
\[
\begin{equation*}
\operatorname{hon}[\mathfrak{B} \mathfrak{B}] \wedge \operatorname{hon}[\mathfrak{s}] \wedge\left(\operatorname{hon}\left[\mathrm{v}_{1}\right] \vee \ldots \vee \operatorname{hon}\left[\mathrm{v}_{n}\right]\right) \tag{6.1}
\end{equation*}
\]

Additional Note. Although the protocol description does not provide any specific program for coercer, it is treated as an implicit agent. It is required that in security assumptions (or treat model), the coercer's limitations are specifically described, such as computationally bounded coercer. Formally, a coercer is a PPT interactive algorithm which connects to protocol agents, instructs them to perform a dummy strategy dum that represents all the possible programs the coercer can ask to achieve the specific goal \(\rho^{*}\). Any participant of the protocol or some external party can carry out the coercer program.
- \(\Pi^{h}=\{\hat{\pi}[a]: a \in\) Agent \(\}\) is a finite set where for \(a \in\) Agent, \(\hat{\pi}[a]\) is a description of a program that agent \(a\) runs (if \(a\) is honest).We distinguish between honest and dishonest agent. The honest parties follow the programs determined in the protocol, \(\hat{\pi}[a]\), whereas dishonest parties who are under the control of the coercer, deviate from the pre-determined program in arbitrary ways. We use \(\pi_{a}^{*}\) to model potential dishonest behavior of \(a\). We assume the coercer completely controls the dishonest voters but a voter under coercer can either run the dum strategy or run the counter strategy to achieve her own goal \(\rho\) (see 37). Furthermore, the voter under observation is an honest voter who runs the program honestly with her honest choice, while an observer attempts to guess her choice.
An instance of protocol \(\Pi^{\text {evoting }}\) is a process of the form \(\hat{\pi}_{\Pi} \| \pi_{\mathcal{A}}\), where
\[
\hat{\pi}_{\Pi}=\hat{\pi}_{a_{1}}\|\ldots\| \hat{\pi}_{a_{k}} \text { with } a_{i} \in \text { Agent, }
\]
and \(\pi_{A}\) represents an arbitrary probabilistic polynomial-time program that an adversary \(\mathcal{A}\) may perform, including all dishonest agents, \(\pi_{1}^{*}\|\ldots\| \pi_{m}^{*}\). A run of \(\Pi^{\text {evoting }}\) is a run of some instance of the protocol.

\footnotetext{
\({ }^{1}\) In the original definition of the protocol in [182] they mention some other parameters such as the set of channels, but to avoid the heavy notation and more importantly since we don't use them in our analyze, we don't include them in our definition of the protocol.
}
- cList is the set of all possible valid candidate (choices) \({ }^{2}\) including \(\perp\), a special symbol that indicates the vote is invalid or has not been cast, so does not have to be counted.
- \(\Gamma^{\mathrm{elc}}\) is probability distribution on the possible choices, including abstention i.e., if the possible choice number is \(k\) then
\[
\Gamma=\left(p_{0}, p_{1}, \ldots, p_{k}\right) ; \sum_{i=0}^{k} p_{i}=1
\]
where \(p_{0}\) is the probability of abstention. An honest voter makes her choice according to this distribution. \({ }^{3}\) We suppose that the coercer is aware of candidate distribution, maybe through the use of opinion surveys, and that he employs this information in his strategy. According to intensive research, the precise distribution is crucial for a system's level of coercion-resistance. Hence we make this distribution explicit.
- \(f_{\text {res }}\) is a result function that takes a list of ballots/votes as input and returns a string, on which the election results are determined. For instance, a result function may be one that computes the total number of votes cast for each candidate.

Definition 37. Property \(\gamma\) of a protocol is a subset of all runs of \(\Pi^{\text {evoting }}\). For a property \(\gamma\) we let \(\operatorname{Pr}\left[\Pi^{\text {evoting }}(\ell) \mapsto \gamma\right]\) to denote the probability that a run of \(\Pi^{\text {evoting }}\) with security parameter \(\ell\) belongs to \(\gamma\).

Goal: In the KTV framework, concepts such as verifiability and coercion-resistance are interpreted based on the desired goals of a protocol. As an example for voting protocols, the desired goal could be that the announced election result reflects voters' actual votes. Formally, a goal \(\rho\) is a protocol property. If the property \(\rho\) is supposed to imply that the coerced voter wishes to vote for candidate \(c^{*}\) then \(\rho\) would contain all runs in which the coerced voter voted for this candidate, and this vote is in fact tallied.

Definition 38. The ideal protocol is a protocol in which voters \(\mathrm{v}_{1}, \ldots \mathrm{v}_{n}\) send their choice \(\mathrm{c}_{1}, \ldots, \mathrm{c}_{n}\) directly to the fully trusted party which then computes \(f_{\text {res }}\left(\mathrm{c}_{1}, \ldots, \mathrm{c}_{n}\right)=\) res and outputs the result without revealing any additional information.

Now based on the KTV framework we define verifiability and coercion resistance properties.

\subsection*{6.2.2 Coercion-Resistance}

In [181], the authors present a definition of quantitative coercion-resistance following similar ideas as in Definition 40. We will here use their strategy version. The idea is that the parameter \(\delta^{c r}\) bounds the ability of a coercer being able to distinguish whether a coerced voter complied the coercion request or cast her own choice of ballot using some counter strategy. We let \(\gamma\) denote a property defining the goal of the coerced voter, e.g. to vote for a specified candidate. The parties are an observer O , who can use public data, \(n_{h}\) honest voters and an additional voter under observation \(\mathrm{v}_{\text {obs }}\), whose vote the observer tries to guess

\footnotetext{
\({ }^{2}\) In this thesis, we often use the terms "candidate" and "choice" interchangeably.
\({ }^{3}\) Choices can also be preference lists of candidates, etc.
}

Definition 39. \(\Pi^{\text {evoting }}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\text {res }}\right\rangle\) achieves \(\delta^{c r}\)-coercion-resistance iffor all dictated coerced strategies \(\pi_{\mathrm{v}_{c o}} \in \Pi_{\mathrm{v}}^{\mathrm{h}}\) there exists a counter-strategy \(\tilde{\pi}_{\mathrm{v}_{c o}}\) s.t. for all coercer programs \(\pi_{c}\) :
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto \gamma\right]\) is overwhelming.
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\pi_{v_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto 1\right]-\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{v_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto 1\right]\) is \(\delta^{c r}\)-bounded,
with bounded and overwhelming defined in the security parameter. The first part says that the voter is able to achieve her goal (e.g. vote for a specific candidate) and the second part says that the coercer's distinguishing power is bounded by \(\delta^{c r}\). This level of coercion-resistance depends on several parameters especially the probability distribution on the candidates. However this definition basically gives the advantage in the probability of the coercer correctly pointing to the voter, when not following the coercer's instruction, compared to when she does.

Whereas this definition gives a level of coercion-resistance, it does not tell the full story.

To give some insight on this let us consider the following example two different election systems. System \(A\) outputs voter names and corresponding votes with probability \(\frac{1}{2}\), completely breaking privacy, and otherwise it only outputs the election result. Neglecting the information obtained from the election result we get \(\delta^{A}=1 / 2\). In system \(B\) the voter secretly gets a signed receipt of her vote with probability \(1 / 2\) and otherwise the protocol works ideally. In this case a coerced voter can always cast her own choice and claim that no receipt was received. A voter following the coercer's instruction will with probability \(1 / 2\) give the corresponding receipt, i.e. we again have \(\delta^{B}=1 / 2\). In this case we also get \(\delta^{B}=1 / 2\) e.g. if the adversary always outputs " 1 " when getting a receipt.

However, the two systems are very different from the point of view of the voter: in system A the coerced voter gets caught cheating with probability \(1 / 2\), whereas in system B, the voter always has plausible deniability.

\subsection*{6.2.3 Privacy}

With the above notation we define the \(\delta\)-privacy as follows:
Definition 40 ( \(\delta\)-privacy [183]). \(\Pi^{\text {evoting }}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\text {elc }}, f_{\text {res }}\right\rangle\) achieves \(\delta\)-privacy if
\[
\operatorname{Pr}\left[\left(\pi_{O}\left\|\pi_{\mathrm{v}_{\text {obs }}}\left(\nu_{0}^{O}\right)\right\| \pi_{\nu}\right)^{(l)} \rightarrow 1\right]-\operatorname{Pr}\left[\left(\pi_{O}\left\|\pi_{\mathrm{v}_{\text {obs }}}\left(\nu_{1}^{O}\right)\right\| \pi_{\nu}\right)^{(l)} \rightarrow 1\right]
\]
is \(\delta\)-bounded as a function of the security parameter \(\ell\) for all vote choices \(\nu_{0}^{O}\) and \(v_{1}^{O}\) of the observed voter.

The value \(\delta\) will depend on the chosen vote distribution.

\subsection*{6.2.4 Receipt-Freeness}

Following [181], definition 39 also covers receipt-freeness. However, we again argue that modelling some variants is useful. The following definition is based on a swap of \(\pi_{v_{c o}}\) and \(\tilde{\pi}_{v_{c o}}\) in Definition 50, and models vote buyers who do not want to pay a "free lunch" to vote sellers who follow their own goal. The voter's goal \(\gamma\), here can be to cast a specified vote or set of votes.
Definition 41 (Weak Vote Buying Resistance). For a given small \(p_{\mathrm{f}}, S\) achieves \(\delta^{w v b_{-}}\) coercion-resistance if for all dictated coerced strategies \(\pi_{\mathrm{V}_{c o}} \in V_{S}\) there exists a counterstrategy \(\tilde{\pi}_{v_{c o}} \in V_{S}\) s.t. for all coercer programs \(\pi_{c} \in C_{S}\) :
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{v_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto \gamma\right]\) is overwhelming.
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\pi_{v_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]-\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{v_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]\) is \(\delta^{\text {wvb }}-\) bounded and \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]\) is \(p_{\mathrm{fl}}-\) bounded.

We here interpret outputting " 1 " as paying the vote seller and this definition bounds how often an instruction-following vote seller gets paid by a vote-buyer (by \(\delta^{w v b}+p_{\mathrm{ff}}\) ), but under the condition that a voter who casts another vote is only paid with a (very) small probability \(p_{\text {ff }}\). This is a weakened vote-buyer model but interesting since a vote buyer should avoid vote sellers going for a "free lunch". If the probability of an honest vote seller getting paid is low, it would help curb vote selling (even though the vote buyer could increase the price and create a "vote selling lottery"). In this definition, it also makes sense to drop the quantification over the coercer's strategies to see the resistance to vote buying for different vote choices.

\subsection*{6.3 Verifiability in the Context of E-Voting Protocol}

Numerous problems with e-voting systems have been reported, according to documented cases, in various countries, where votes could have been dropped or miscounted (see, e.g., \([95,103,176,244,261,147,243])\). It is therefore crucial to ensure that, if the final election result does not correspond to the voters' votes, then this can be detected publicly. This basic security property is called public end-to-end verifiability, and, ideally, it should be guaranteed without having to trust any of the election authorities.

In order to establish a proper framework for defining the concept of verifiability, a comprehensive investigation has been conducted into the development of an electronic voting system with end-to-end verifiability security properties. End-to-end verifiability features imply that if the election protocol passes a particular procedure, the published election result is correct, i.e., corresponds to the votes cast by the voters, even if voting devices and servers have programming flaws or are malicious.

A formal definition of a verifiable e-voting system is proposed by Benaloh in 1980 [36]. However, since then, various definitions have been proposed in the literature that capture an e-voting protocol's verifiability. These definitions differ in many aspects, such as underlying models (Computational or symbolic [182]) and assumptions. In [85] Cortier et al. review all formal definitions of verifiability provided in the literature and place them within the framework proposed by [182], resulting in a consistent approach of verifiability. Additionally, we use this framework to analyze the verifiability of our protocols. We will briefly describe the concept and the notations in this section. We refer to [85] for additional information.

\subsection*{6.3.1 Verifiability; Formal Definition}

The definition of verifiability requires an agent \(\mathfrak{J} \in\) Agent responsible for the verification phase, which includes a variety of checks (depending on the protocol specification), including verification of all zero-knowledge proofs (if any) and consideration of voter complaints. In any protocol, the judge may be a regular protocol agent or an external party provided with information by (possibly untrusted) protocol participants.

Informally, the KTV framework expresses that the protocol \(\Pi^{\text {evoting }}\) is considered as a verifiable scheme if \(\mathfrak{J}\) accepts a run only if the protocol's goal is achieved. We emphasize two subtle pointers linked to this interpretation before formally defining verifiability in
the KTV framework. We emphasize that if the judge never accepts a run, these conditions would be easily met in any protocol. As a result, the definition of verifiability should include the conditions under which the aim must be achieved, and the judge should accept runs.

Now we describe our customized definition of verifiability based on the generic verifiability definition proposed in [182]. Although we simplified the framework, it is still sufficient for our setting.

We consider the goal \(\rho\) simply as a set of protocol runs for which "the announced election result corresponds to the actual choices of the voters" where the description of a run contains the description of the protocol, the adversary with which the protocol runs, and the random coins used by these entities. Considering the terminology and notation introduced in [36] we denote by
\[
\operatorname{Pr}\left[\left(\hat{\pi}_{\mathrm{P}} \| \pi_{\mathcal{A}}\right)^{(\ell)} \mapsto(\mathfrak{J}: \text { accept })\right]
\]
the probability that process \(\pi\), with security parameter \(\ell\) produces a run which is accepted by \(\mathfrak{J}\). Analogously, by
\[
\operatorname{Pr}\left[\left(\hat{\pi}_{\mathrm{P}} \| \pi_{\mathcal{A}}\right)^{(\ell)} \mapsto \neg \gamma \mid(\mathfrak{J}: \text { accept })\right]
\]
we denote the probability that \(\pi\) produces a run which is not in \(\rho\) but nevertheless is accepted by \(\mathfrak{J}\). The verifiability definition requires that the later probability be negligible in term of the security parameter.

Definition 42 (Verifiability [182]). For e-voting protocol \(\Pi^{\text {evoting }}\) with the \(\mathfrak{J} \in\) Agent, and \(\phi=\) hon[Agent], let \(\delta \in[0,1]\). We say that a goal \(\gamma\) is guaranteed in \(\Pi^{\text {evoting }}\) by \(\phi\) and it is \(\delta\)-verifiable by the judge \(\mathfrak{J}\) if for all instance \(\pi=\hat{\pi}_{P} \| \pi_{\mathcal{A}}\) and for all PPT adversary \(\mathcal{A}\), the following conditions are satisfied:
1. If \(\phi=\) True in \(\pi\) then \(\operatorname{Pr}\left[\pi^{(\ell)} \mapsto(\mathfrak{J}\right.\) : accept) \(]\) is overwhelming as a function of the security parameter.
2. \(\operatorname{Pr}\left[\left(\hat{\pi}_{\mathrm{P}} \| \pi_{\mathcal{A}}\right)^{(\ell)} \mapsto \neg \gamma\right.\), \((\mathfrak{J}:\) accept \(\left.)\right]\) is \(\delta\)-bounded as a function of \(\ell\).

Expressing the goals as properties of a protocol is a powerful and flexible tool, which allows capturing different aspects of verifiability in e-voting protocol as follows:
- In this case, the goal aims the individual verifiability, the voter also plays the role of judge by running a private (designated verifier) rather than a public procedure. As a concrete example for this case, we can mention a goal that includes all runs in which the voters vote is counted as cast [230].
- By considering the goal that includes all runs in which the ballots shown on a bulletin board are counted correctly, the concept of verifiability capture the universal verifiability [230].
- The KTV definition of verifiability captures the eligibility verifiability if the goal includes those runs where only eligible voters vote at most once [240].

However, we can interpret the three definitions above into a single goal known as global verifiability, which encompasses all runs in which the announced result exactly corresponds to the votes cast by eligible voters.

For our subsequent verifiability analysis of protocols in 7.9 .5 and 8.6.5, we instantiate the verifiability definition with the goal \(\gamma(\varphi)\) proposed in [85]. This goal captures the intuition of \(\gamma\) given before. The parameter \(\varphi\) is a Boolean formula to describe which protocol participants are assumed honest. The goal \(\gamma(\varphi)\) is defined formally as described next.

Definition 43 (Goal \(\gamma(\varphi)\) [85]). Let P be a voting protocol. Let \(I_{h}\) and \(I_{d}\) denote the set of honest and dishonest voters, respectively, in a given protocol run. Then, \(\gamma(\varphi)\) consists of all those runs of the voting protocol P where either
- \(\varphi\) is false (e.g., the adversary corrupted a voter that is assumed to be honest), or
- \(\varphi\) holds true and there exist (valid) dishonest choices \(\left(c_{i}\right)_{i \in I_{d}}\) such that the election result equals \(\left(\mathrm{c}_{i}\right)_{i \in I_{h} \cup I_{d}}\) (modulo permutation), where \(\left(\mathrm{c}_{i}\right)_{i \in I_{h}}\) are the honest voters' choices.

\subsection*{6.4 Simulation-Based Security in E-Voting Protocol}

We analyze our protocol using the definition, notion, and notation defined in [46]. In this paper, Bernhard et al. propose a new game-based definition of privacy called bPRIV. Additionally, they identify new properties, strong consistency, and strong correctness, which demonstrate that tallying does not leak sensitive information. They validate this security notion by showing that bPRIV, strong consistency and correctness for voting scheme implies its security in a simulation-based sense. We briefly present the necessary notation and definition here and later conduct the security analysis for our protocol.

It's worth noting that the primary reason we use this setting to establish our protocol's privacy level is that our protocol heavily relies on the re-voting policy, and we need to demonstrate that this re-voting policy has no effect on the ballot's privacy.

\subsection*{6.4.1 bPRIV Property}

Ballot privacy intuitively captures the idea that an e-voting protocol does not reveal information about votes cast beyond what is unavoidably leaked (e.g., the result of election) during its execution. They formalize this idea in [46] by playing a game between adversary and challenger in which the adversary attempts to differentiate between two worlds. This game is formalized through experiments with the oracles listed below:
- Oboard oracle presents the adversary's ability to see the publishable portion of the ballot box, i.e. the bulletin board. Oracle returns the value Publish( \(\mathfrak{B B} \mathfrak{B}\) ). We consider a single visible bulletin board to be a single bulletin board in our protocol. As a result, we will not consult this oracle.
- OvoteLR, the left-right oracle, takes two plausible votes (vote \({ }_{0}\), vote \({ }_{1}\) ) for voter \(\mathrm{v}_{\mathrm{id}}\) to generate ballots ballot \({ }_{0}\) and ballot \({ }_{1}\) and then submit them to the bulletin board (ballot \({ }_{\beta}\) to the bulletin board \(\mathfrak{B B}_{\beta}\) ).
- Ocast oracle allows the adversary to cast ballot on behalf of any voter. In the original definition, the ballot is published on the bulletin board as long as the ballot is valid with respect to \(\mathfrak{B} \mathfrak{B}_{\beta}\). However in our protocol, any ballot will be published on the bulletin board.
- Otally return the result of the election which in both worlds it is obtained by tallying \(\mathfrak{B} \mathfrak{B}_{0}\) along with the additional information (e.g. proof of the tally-correctness). In the first experiment, the adversary is provided by the real additional information (related to the \(\mathfrak{B} \mathfrak{B}_{0}\) ) while in the second experiment, the additional information is simulated.

The adversary is allowed to call oracles OvoteLR, Ocast, Oboard in any sequence and as many times as he wishes, but the adversary can make a single call to Otally. After the adversary receives the response from the oracle Otally, the adversary returns his guess, \(\beta^{*}\).

Definition 44. [46] Consider a voting scheme \(\Pi^{v o t i n g}\) for a set I of voter identities and a result function \(f_{\text {res }}\). We say the scheme has ballot privacy if there exists an algorithm Sim such that no efficient adversary can distinguish between games \(\left.\operatorname{Exp}_{\mathcal{A}}^{\text {bprive }}{ }_{(1}{ }^{\ell}\right)[\beta=0,1]\) defined by the oracles in Figure 6.1.is negligible.

Additional Note. First, we emphasize that the bPRIV notion can be considered in Common reference string and random oracle models. Both models require a global setup that initiates a set of public parameters through the Global.init and describes some algorithms through Global.Setup that all parties, including adversary, can access. For example, in CRS-model the algorithm GlobalSetUp.init generates a CRS, and in the random oracle model, GlobalSetUp is a truly random function to which only oracle parties have access.

Having the setup assumption enables us to generate a simulated setup consisting of a simulator, Sim with additional powers that can be used to create reduction proofs. For instance, in the CRS model, the simulated setup would consist of generating a simulated CRS with a trapdoor that enables the generation of valid-looking proofs for false statements, whereas in the RO model, the simulator would program the oracle in such a way that it outputs a specific value on some values of interest. It is self-evident that for security reasons, the simulator outputs must be indistinguishable from a normal one to a PPT adversary.

As stated in [46], requiring this global assumption is necessary since the security level given by bPRIV would be too strong without it. Furthermore, the existence of a simulator capable of falsifying the proof in the absence of a global setup would violate the protocol's tally uniqueness.

\subsection*{6.4.2 Strong Consistency}

The privacy given by the bPRIV concept relies heavily on the fact that the election result appears to be independent of the auxiliary data \(\Pi\) returned in the tally phase. The contradiction concealed behind this point might be interpreted as follows: while res should correspond to the expected result, it should not contain any sensitive data. To capture this property, in [46] the authors propose a bPRIV companion definition called strong consistency, which ensures that the result always corresponds to the result function applied to the votes and nothing else. It also mitigates the harm that an intentionally leaky re-vote policy could implicitly cause while tallying. Informally, strong consistency prohibits an adversary from embedding instructions in her ballots, resulting in the tallying leaking information on the honest votes or preventing the validation of honestly generated ballots. They formalize the concept by requiring the existence of an "extraction" algorithm, which with the help of the secret key outputs the underlying vote for each valid ballot.

Figure 6.1: bPRIV experiment: \(\operatorname{Exp}_{\mathcal{A}}^{\text {bPriv }}\left(1^{\ell}\right)\)

\section*{Experiment steps:}
1. The challenger run the set up algorithm:
\[
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Setup}\left(1^{\ell}\right)
\]
2. The adversary interact with oracle \(\mathcal{O} \in\{O v o t e L R, ~ O c a s t, ~ O b o a r d, ~ O t a l l y\}:\)
\[
\beta^{*} \leftarrow \mathcal{A} \rightleftharpoons \mathcal{O}\left(1^{\ell}, \mathrm{pk}^{\prime}, \mathrm{pp}_{\text {election }}\right)
\]
3. The challenger choose the challenge bit: \(\beta \stackrel{\$}{\leftrightarrows}\{0,1\}\)

\section*{Oracles:}
- OvoteLR(id, vote \({ }_{0}\), vote \(\left._{1}\right)\)

Let ballot \({ }_{0}=\) Vote[id, vote \(\left.{ }_{0}\right]\)
\[
\text { ballot }_{1}=\text { Vote }\left[i d, \text { vote }_{1}\right]
\]

If \(\operatorname{Valid}\left(\mathfrak{B B}_{\beta}\right.\), ballot \(\left._{\beta}\right)=\perp\) return \(\perp\)
Else \(\mathfrak{B B}_{0} \leftarrow \mathfrak{B} \mathfrak{B}_{0} \|\) ballot \(_{0}\) and \(\mathfrak{B B}_{1} \leftarrow \mathfrak{B B}_{1} \|\) ballot \(_{1}\)
- Ocast(id, ballot)

If \(\operatorname{Valid}\left(\mathfrak{B B}_{\beta}\right.\), ballot \()=\perp\) return \(\perp\)
Else \(\mathfrak{B} \mathfrak{B}_{0} \leftarrow \mathfrak{B} \mathfrak{B}_{0} \|\) ballot and \(\mathfrak{B} \mathfrak{B}_{1} \leftarrow \mathfrak{B} \mathfrak{B}_{1} \|\) ballot
- Oboard
return Publish \(\left(\mathfrak{B B}_{\beta}\right)\)
- Otally :
\begin{tabular}{ll}
\multicolumn{1}{c|}{\(\beta=0:\)} & \multicolumn{1}{c}{\(\beta=1:\)} \\
\hline\(\left(\right.\) res, \(\left.\pi_{\text {res }}\right) \leftarrow \operatorname{Tally}\left(\mathfrak{B} \mathfrak{B}_{0}, \mathrm{sk}\right)\) & \(\left(\right.\) res, \(\left.\pi_{\text {res }}\right) \leftarrow \operatorname{Tally}\left(\mathfrak{B} \mathfrak{B}_{0}, \mathrm{sk}\right)\) \\
& \(\pi_{\text {res }}^{*} \operatorname{SimProof}\left(\mathfrak{B} \mathfrak{B}_{1}\right.\), res \()\) \\
return \(\left(\right.\) res,\(\left.\pi_{\text {res }}\right)\) & return \(\left(\right.\) res,\(\left.\pi_{\text {res }}^{*}\right)\)
\end{tabular}

Figure 6.2: \(\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{sCons}}\left(1^{\ell}\right)\)
```

$\operatorname{Exp}_{\mathcal{A}}{ }^{\text {sCons }}\left(1^{\ell}\right)$
$(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{SetUp}\left(1^{\ell}\right)$
$\mathfrak{B} \mathfrak{B} \leftarrow \mathcal{A}$
(res; П) $\leftarrow$ Tally $(\mathrm{sk}, \mathfrak{B} \mathfrak{B})$
If res $\neq f_{\text {res }}\left(\right.$ Extract(sk; ballot $\left._{1}\right), \ldots$, Extract(sk; ballot $\left.\left._{n}\right)\right)$
Then return 1
Else return 0

```

Definition 45 (Strong Consistency [46]). A scheme \(\Pi^{\text {voting relative to a result function }}\) \(f_{\text {res }}\) has strong consistency if there exist
- an extraction algorithm Extract that takes as input a secret keysk and a ballot ballot and outputs (id, \(v\) ) \(\in\) idSetcList or \(\perp\),
- a ballot validation algorithm Validlnd that takes as input the public key of the election pk, a ballot ballot, and outputs accept or reject,
which satisfy the following conditions:
1. For any (pk, sk) that are in the image of Setup and for any \((i d, v o t e) \in\) idSet \(\times\) cList if
\[
\text { ballot } \leftarrow \text { Vote(pk, } i d \text {, vote) }
\]
then Extract(sk, ballot) \(=(i d\), vote \()\) with overwhelming probability.
2. For any \((\mathfrak{B} \mathfrak{B} ;\) ballot \() \leftarrow \mathcal{A}\), Valid \((\mathfrak{B} \mathfrak{B} ;\) ballot \()=\) accept implies ValidInd (ballot \()=\) accept.
3. Consider an adversary \(\mathcal{A}\) and the experiment \(\operatorname{Exp}_{\mathcal{A}}^{5 \mathcal{C o n s}}\left(1^{\ell}\right)\) shown in figure 6.2.

As stated in [46] if the result function does not use voter identifiers, as is the case with our protocol, it merely requires the following:
\[
f_{\text {res }}\left(\left(\operatorname{id}_{1}, \operatorname{vote}_{1}\right), \ldots,\left(\operatorname{id}_{n}, \operatorname{vote}_{n}\right)\right)=f_{\text {res }}\left(\left(\operatorname{id}_{\sigma(1)}, \operatorname{vote}_{1}\right) ; \ldots,\left(\operatorname{id}_{\sigma(n)}, \operatorname{vote}_{n}\right)\right)
\]
for some permutation \(\sigma\), and so the Extract algorithm does not have to return the voter identifier.

\subsection*{6.4.3 Strong Correctness}

Following [46] the third property required for security analysis is strong correctness, which reflects the strong independence between honestly created ballots and the ballot box (and the voting scheme's global setup). Informally, it protects the validity of an honestly-cast ballot, even in the presence of an adversarial manufactured ballot box.

Definition 46 (Strong correctness [46]). Consider an adversary \(\mathcal{A}\) that takes as input pk and has access to a global setup GlobalSetUp generated as expected. Then,
\(\operatorname{Pr}[(i d\); vote \(; \mathfrak{B B}) \leftarrow \mathcal{A}(\mathrm{pk}) ;\) ballot \(\leftarrow \operatorname{Vote}(i d\), vote \() \mid \operatorname{Valid}(\) ballot, \(\mathfrak{B B}) \neq\) accept \(]<\operatorname{neg}(\ell)\)
where the probability is over the coins used by \(\mathrm{Kgen}, \mathcal{A}\), and Vote algorithms.
In [46] it is proved that if a voting protocol with the result function \(f_{\text {res }}\) is strongly correct, strongly consistent, and ballot private, then it has a simulation-based privacy.

\section*{Chapter 7}

\section*{Practical and Usable Coercion-Resistant Remote E-Voting}

\begin{abstract}
Developing electronic voting systems for realistic elections that provide a minimum level of security and protect voters against malicious coercers is a difficult task. On top of this, making the system usable for non-skilled voters is even more challenging. Numerous secure electronic voting systems have been proposed to mitigate the possibility of coercion; however, many of them do so at the expense of efficiency, usability, all of which are essential for real-world elections.
This chapter aims to design a verifiable, voter-friendly and practical electronic voting system thst still achieves a good level of security and coercionresistance.
\end{abstract}
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\subsection*{7.1 Research Question and Our Contribution}

Our contribution in this chapter is to extend electronic e-voting protocols towards a protocol that tolerates a level of human errors without sacrificing privacy requirements. In order to do this, we start by investigating the seminal coercion-resistant e-voting protocol by Juels, Catalano and Jakobsson proposed in [168], also known as the JCJ-protocol. In JCJ-based protocols, the voter needs to handle cryptographic credentials and be able to fake these in case of coercion.

From a security standpoint, we know that JCJ protocols rely on a long random secret string to maintain a reasonable level of security. However, research shows even typing the password (secret credential) correctly, without typos, can be a daunting task for many people, let alone storing the password in a safe place or memorizing it.

In a series of three papers, Neumann et al. [206, 207, 100] analyzed the usability of JCJ. They developed and implemented a practical credential handling system utilizing a smart card that unlocks the valid credential via a PIN code or faking the credential via faking the PIN.

Numerous attacks and issues with the security of this protocol are demonstrated in [98], most notably an attack on coercion-resistance caused by information leakage during duplicate ballot removal. Another issue Neumann et al. raised but did not resolve is that PIN typos occur frequently and would invalidate the casting vote without the voter being aware of it. Additionally, the smart card is a trusted component that a coercer can withdraw to force abstention, thereby creating a single point of failure.

Our research develops a new protocol that overcomes these difficulties by allowing credentials to be stored in traditional ways while being PIN-based and resistant to PIN errors. The PIN is a short string of letters and numbers that the voter must memorize. To protect voters from human error such as typos such as fat-finger-errors, we consider a set of allowable PIN errors. Moreover, we design the protocol so that a voter's ballot is valid if it contains the exact PIN or a permitted PIN error but is invalid for all PINs. We also instantiate our protocol by introducing proper cryptographic primitives to prove our proposed protocol's efficiency and usability.

Outline. This chapter is structured as follows. The outline of paper is as follows. After an introduction in Section 7.2 we give an overview of the orignal NV12 scheme in Section 7.3. Our improved protocol is presented in Section 7.4. In Sections 7.6, 7.7 and 7.8 we instantiate our protocol with three different cryptosystems, Paillier BGN and Functional Encryption scheme. In Section 7.9 we analysis the privacy and verifiability of our protocol. Finally we conclude in Section 7.10. We would like to emphasize that the research presented in this chapter was previously published in (E-Vote-ID-2021) \({ }^{1}\) [98].

\subsection*{7.2 Introduction}

One of the main threats in remote electronic voting is that they are inherently susceptible to coercion-attacks due to the lack of a voting booth. In their seminal paper, Juels, Catalano and Jakobsson [168] gave a formal definition of coercion-resistance and further devised a protocol (JCJ) satisfying this strong security property. To achieve this, JCJ assumes a coercion-free setup phase where the voter gets a credential which is essentially a cryptographic key. To cast a valid ballot this key needs to be entered correctly

\footnotetext{
\({ }^{1}\) The International Conference for Electronic Voting
}
together with the vote. In case of coercion, the voter can simply give a fake random credential to the coercer and even cast a vote together with the coercer using this fake credential - the corresponding vote will be removed in the tally process.

However, the tally process of weeding out the ballots with fake credentials and duplicates suffers from a quadratic complexity problem in the number of voters and cast ballots. Several paper are devoted to reducing the tally complexity in JCJ, see e.g. [224, 17, 136, 245]; however, each with it drawbacks. Moreover, JCJ and similar constructionswe consider them under the term JCJ-type-protocols, however also suffer from usability deficits, see also [205]. Especially, the voter intrinsically cannot directly check if a cast ballot is valid and will be counted [160].

Moreover, the handling and storing of long credentials is a notorious usability problem, getting even harder with a coercer present. The usability was analyzed by Neumann et al. [206, 207, 100], which led to a protocol using smart cards for handling voter's credentials. The stored credential is combined with a PIN code to produce the full credential, compared with the credential stored by the authorities on the bulletin board. In [98], we revisit this protocol and present several attacks on coercion-resistance and verifiability, but also possible repairs.

Whereas the smart card provides a solution to the usability problem, it also comes with strong trust assumptions and problems such as:
- Their security model assumes that the smart card is generally needs to be trusted. A malicious card could e.g. use the wrong credential invalidating the cast ballot without detection, and we cannot let the voter check if the ballot is correct without introducing coercion threats.
- The coercer can take the smart card away from the voter to force abstention.
- It is more expensive, less flexible, and harder to update than a pure software solution.
- One of the attacks we found is that a coercer can use the smart card to cast ballots. This not only endangers coerced voter's real vote, but due to a leak of information in the weeding phase, the coercer can also detect, with non-negligible probability, whether the coerced voter has cast an independent ballot against his instructions.

We will present protocols that repair or at least diminish the attack probability of, the last point's attack probability by constructing new duplicate removal methods in JCJ. Furthermore, the protocols constructed in this chapter are hardware-independent: they could use a smart card or be implemented using a combination of a digitally stored cryptographic length key and a PIN only known by the voter. The long credential could be stored in several places - or hidden via steganography.

At ballot casting time, the software will take as input the digital key and the password to form the credential submitted with the vote. Depending on the level of coercion, the coerced voter can either fake the long credential or, for stronger levels of coercion, the voter can reveal the digitally stored credential to the coercer but fake the PIN. Due to our improved tally, the coercer will not know if he got faked credentials or PINs.

Another major problem with the original construction, already discussed as an open problem in [206], is the high chance of users making a PIN typo error which will invalidate the vote and remain undetected. Note that naively giving feedback on the correctness of the PIN is not possible for coercion-resistance as it would allow the coercer to check whether he got a fake PIN or not. Instead, we will define a set of allowed PIN errors
(e.g. chosen by the election administrator), and we will consider a ballot as valid both if it has a correct PIN or an allowed PIN error, but invalid for other PINs. We construct protocols that at the tally time secretly check whether a given PIN is in the set of allowed PINs and will sort out invalid ballots. The protocols can accommodate general PIN error policies, however Wiseman et al. [260] studied usual errors in PIN entries. Two frequent errors are transposition errors (i.e. entering " 2134 " instead of " 1234 ") and wrong digit number errors (i.e. entering " 1235 " instead of "1234"). However, correcting for both of these errors is however problematic, as we will see since the set of independent PINs becomes small.

\subsection*{7.3 A Brief Overview of NV12}

Following the proposal of the JCJ voting scheme in 2005, it has gained much attraction. Due to JCJ's security properties, particularly its coercion-resistance properties, intensive research has been conducted to improve the JCJ from theoretical and practical points of view, such as the Civitas scheme [80]. Although Civitas improved the JCJ scheme by developing its instantiation of cryptographic components and implementation, it has practical and usability shortcomings. To overcome these drawbacks in a series of three papers Neumann et al. [206, 207, 100] carried out a usability analysis of JCJ. They developed and implemented a practical credential handling system (NV12) based on a smart card that unlocks the valid credential via a PIN number, while also faking the PIN. In [207], a few modifications were made to prevent side-channel attacks, an efficiency analysis was done, and finally [100], presented a prototype implementation and efficiency.

In [98] we demonstrate many attacks and issues with the protocol's security, most notably a coercion-resistance attack caused by information leakage caused by the removal of duplicate votes. Moreover they discuss how to repair these issues. These shortcomings include the Benaloh challenge problem, Brute force attack, Leaky duplicate removal, Fake election identifier and Smart card removal. Finally, to motivate our protocol in this section, we briefly describe two attacks that our protocol will repair.

Leaky duplicate removal , This is an attack on coercion-resistance but can also be an attack on verifiability. In the simplest form, the coercer uses the smart card to cast a vote with some trial PIN. The coercer wants to determine if this trial PIN is correct. According to the protocol the voter will cast her true vote using the correct PIN at some secret point during the voting phase. However, in the tally phase, credentials are weeded using plaintext equivalence tests (PETs) of the encrypted credentials directly on the submitted ballots. \({ }^{2}\) If the coercer now sees an equivalence with his submitted trial ballot, he can guess that it was the voter casting the other ballot, probably with the correct PIN. Thus he has determined the correct PIN and that the voter defied his instructions in one go. To boost the attack he can simply try several PINs. \({ }^{3}\) In standard JCJ, such an attack would not work since the submitted trial credential would have the same probability

\footnotetext{
\({ }^{2}\) In general, this is not good for coercion-resistance since a coercer might detect a voter not following instructions across elections, see [160].
\({ }^{3}\) Note that the coercer does not have to let the voter know that he follows this strategy. The voter only knows that the coercer has access to the card for some short time. Based on this, she could also decide not to cast her true vote at all, but then the protocol could not really be called coercion-resistant since the coercer has a very efficient strategy to force abstention.
}
of being identical to the coerced voter's credential as for it to be identical to any other voter's credential. Furthermore, the probability would be negligible.

A local adversary getting access to the smart card could also follow this strategy to try to know the PIN and cast valid votes. The voter might actually detect this if the voter checks the weeding on \(\mathfrak{B B}\) and sees a duplicate of his own vote (note this was also mentioned in [223]), but the voter is not instructed to do this in the protocol. Thus the PIN is not protecting against unauthorized use of the smart card.

It is actually surprisingly hard to make a tally protocol that does not leak information to prevent this attack. The original JCJ protocol relies on guessing the real full credential can only happen with a negligible chance. A first repair could be to mix the ballots before weeding but after verifying the Zero-Knowledge proofs. This makes it difficult to implement certain policies, like the last valid vote counts; however, it fits nicely with the policy that a random selection from the valid votes count. Unfortunately, this does not prevent the attack. The coercer could mark his ballot by casting it a certain number of times which is likely to be unique. He then checks if he sees this number of duplicates or one more. Even if mix between each duplicate removal, which would be horrible from an efficiency perspective, we do not get a leak-free tally. The distribution of time until a PET reveals a duplicate will depend on whether the PIN was correct or not. Especially the coercer could cast a lot of votes with the same trial PIN, which would make detecting this more visible. There are other methods to limit the information leak in the tally which we will present below.

The protocol we will present in this chapter does not leak information about the number of duplicates per voter and has linear tally complexity (compared to the quadratic in JCJ) but has an obfuscated form of participation privacy.

Smart card removal. An obvious forced abstention attack is that the coercer simply demand to hold the smart card during the election period. This problem seems quite inherent to the smart card approach. We could let the voter hold several smart cards. However, holding several cards would be physical evidence which a voter with a local coercer probably would not want to risk. Furthermore, the number of cards allowed per voter could necessarily not be bounded. If each voter were allowed to hold e.g. 5 cards, the coercer would simply ask for five cards. If this is troublesome it seems better to leave the smart card only approach and allow the voter to also hold the credential as a piece of data as in standard JCJ. This can more easily be hidden (steganography could be an option here) even though theoretically this also has problems [236]. Our protocols below can be implemented with or without smart cards.

Additionally to the above attacks, some problems with the protocol do not fall under the category of attacks. The main usability and verifiability problem with the protocol is that PIN entry is error-prone, as was already stressed in the papers by Neumann et al. An obvious solution is to have a PIN check, e.g. a checksum check. However, this would mean that only certain PINs are valid PINs, and for a voter to present a fake PIN to a coercer, she would first have to prepare a valid fake PIN, which is less usable.

An option with higher usability is to have a policy of allowed PIN errors and accept full credentials corresponding to the PIN being entered with allowed errors. This is the approach we will essentially follow in this paper; however, our solutions will also work for checksum checks.

If JCJ had a method of verifying the cast votes, we would also be able to detect such PIN errors. Such a verification mechanism was suggested in [160] using the Selene approach. However, this check can only be made after vote casting has ended; thus too
late to update a PIN typo.
Another problem is the assumption that the smart card is trustworthy. This does not seem like a valid assumption, at least for important elections. The smart card could simply use the wrong credential in a ballot, invalidating the vote. Further, this cannot be detected since the smart card is the only credential holder. At least the PIN encryption could be Benaloh tested, but not the credential. Furthermore, the smart card reader is also trusted. However, this might not be reasonable in practice. As an example, if the middleware on the reader allows the voter's computer or the network to display messages on the screen, e.g., to say it is waiting for a connection, then it could e.g., try to display fake hash values. A corrupted smart card could also easily break privacy by using encryption as a subliminal channel for vote choice. The smart card can also be seen as a single point of failure in light of this. We will thus focus on hardware-independent protocols.

\subsection*{7.4 Pin-Based JCJ E-Voting Protocol}

To overcome the unsatisfying state-of-affairs described before in [98] we propose a practical and usable e-voting scheme, PIN-JCJ that satisfies verifiability, and coercion-resistance properties.

Compared to the previous electronic voting technique, our protocol has two significant innovations. First, it is a hardware-independent protocol, as we replace the smart card with the voter's supporting device, which can be easily duplicated. Second, we construct it in such a way that some human error is tolerated.

\subsection*{7.4.1 The Intuition Behind the PIN}

In a nutshell, in our voting scenario the voter has two keys: a long key (a.k.a. long credential) which is stored on her supporting device (smart card or another device) and a short key, namely PIN, which should be memorized by the voter. Our goal is to design a voting protocol that tolerates some level of human error. In other words, the validity of a ballot and the result of the decryption algorithm tolerate human errors, such as typos (fat finger errors) regarding the PIN. The naive solution to do this is for each PIN, " \(a\) " we generate an ErrorList \({ }_{a}\), and in the tally phase, to verify the legitimacy of the ballot, check whether the input PIN is in the set of error list or not.
\[
\begin{equation*}
\mathbf{p i n}=a: \text { ErrorList }_{a}=\left\{a_{1}=a, a_{2}, \ldots, a_{k}\right\},|a|=\left|a_{i}\right| \tag{7.1}
\end{equation*}
\]

This method has several significant privacy and efficiency issues, and to overcome these drawbacks, we propose the following new approach:

Our approach is based on polynomial evaluation, which allows us to determine whether or not a PIN is legitimate efficiently. This is accomplished by generating a list of approved PINs based on the user's PIN \(a\) and the election policy. From now on, we refer to this list as an Error List. We emphasize that to have a constant degree polynomial for all voters, the error list must have the same number of PINs, which might contain duplicates. From this, we generate the pin-Polynomial, as follows, which has all ErrorList \({ }_{a}\) members as its root:
\[
\begin{equation*}
\text { pin-polynomial: } \text { poly }_{\mathbf{p i n}}(x)=\prod_{i=1}^{k}\left(x-a_{i}\right)=\sum_{i=0}^{k} p_{i} x^{i} \tag{7.2}
\end{equation*}
\]

In order to check the validity of the PIN typed by the voter, it is then sufficient to check whether the polynomial value on this pin is equal to zero or not. \({ }^{4}\)

It is obvious that this polynomial must be kept secret at all times to prevent the coercer from recovering the PIN by factorizing it. As a result, we must operate with encrypted polynomials, which brings us to our next challenge: polynomial evaluation under this encryption. Namely, given the polynomial encryption as its encrypted coefficient,
\[
\operatorname{poly}_{\mathbf{p i n}}(x)=\sum_{i=0}^{k} p_{i} x^{i} \Rightarrow \operatorname{Enc}\left(\text { poly }_{\mathbf{p i n}}\right)(x)=\sum_{i=0}^{k} \mathrm{cp}_{i} x^{i},
\]
as well as a ciphertext \(\mathrm{CT}_{\mathbf{p i n}}=\operatorname{Enc}(\hat{a})\) that is the encryption of the entered PIN, we need to compute Enc(poly \({ }_{\text {pin }}(\hat{a})\) ).

Therefore in the next step, we have to find a way to prove (publicly) that the individual voter's polynomial is correctly evaluated without endangering the coercionresistance.

Further, while solving this problem, we will also focus on efficient protocols to obtain a practical JCJ scheme with (almost) linear tally time in the number of voters. To obtain this we need to sacrifice perfect privacy. We only have participation privacy in the first scheme by obfuscation inspired by [136, 180]. Here ballots are submitted with an ID, and homomorphic Paillier encryption can then be used to evaluate the polynomial. However everybody, e.g. an independent authority, can cast votes labeled with ID, which will later be discarded as invalid. Thus the actual participation of the voter is obfuscated, and the voter can deny having participated in the election. Optionally, we could also follow the JCJ alternative method in [136] to achieve perfect privacy; however, the cost will be that the voters twice have to defy the coercer and interact with the voting system. In the second scheme using BGN encryption, the information leak from duplicate removal will not be negligible but bounded, and this scheme does not satisfy linear tally efficiency.

The next section will present the protocol description by introducing the cryptographic building blocks and their algorithm. Also, for simplicity, we describe the protocol with a single trusted party, but it is possible to run this protocol distributively. We will also not specify all parts of the distributed registration phase and the Benaloh challenges; this can be implemented as in the NV12 scheme with some obvious modifications and the repairs presented in [98].

\subsection*{7.5 Protocol Description; Participants, Primitives and Framework}

We now present the PIN-JCJ e-voting protocol on the conceptual level. In section 7.5.4, we will then instantiate our protocol by introducing concrete cryptographic primitives to demonstrate the efficiency and usability of the protocol.

\subsection*{7.5.1 Protocol Participants}

The PIN-JCJ protocol is run among the following participants: Election authority in charge of running elections and declaring elections. Election trustees are in charge of the tallying process, and they are the only parties in possession of the election secret

\footnotetext{
\({ }^{4}\) Note there is a small problem here since we are in composite order groups and the polynomials might have more roots than the allowed PINs. However, the probability in general is negligible.
}
keys. \(n_{\mathrm{v}}\) voters, each having their own voting supporting device,vsd. A set of supervised registrars administrate the electoral register and provide the voters with their credentials. A set of mix-servers (mix-net) and an append-only bulletin board \(\mathfrak{B B}\).

We also presume that all parties communicate with one another via authenticated channels. An authenticated channel from each voter to the bulletin board allows the voter to post data on the bulletin board, for example, cast her ballot, or file a complaint. To describe the PIN-JCJ protocol, we will first go through the cryptographic primitives that are employed in the scheme. We separate two sets of primitives for instantiation: those that use standard public encryption schemes and those that use the public functional encryption scheme.

\subsection*{7.5.2 Cryptographic Primitives}

We use the following cryptographic primitives:
- An IND-CPA-secure public-key encryption scheme: \(\Pi^{\mathrm{pke}}=(\mathrm{Kgen}, \mathrm{Enc}, \mathrm{Dec})\). Our protocol requires performing a polynomial evaluation on encrypted data; namely, the underlying public-key cryptosystem must support re-encryption. To this end, we consider three approaches: A public-key encryption scheme that allows multiplication on the ciphertext or a homomorphic public-key encryption scheme or functional encryption scheme. We detail the instantiation of the protocol with these three cryptosystems in section 7.5.4. However, for the time being, we are only considering a public-key cryptosystem with IND-CPA-secure property as the protocol's security and privacy are dependent upon it.

Additional Note. As mentioned above, the underlying public-key cryptosystem needs to have an extra algorithm, as a re-encryption algorithm. On the other hand, for security analysis, we require the cryptosystem to be non-malleable, which contradicts the re-encryption requirement. We employ a public-key cryptosystem with a re-encryption algorithm to address this issue, w , but we require that each ciphertext contain a zero-knowledge proof of knowledge. We refer to [44] for more detail on the CCA-secure cryptosystem for e -voting protocol.
- Non-interactive Zero-Knowledge proof: For the protocol's verifiability, we use a non-interactive zero-knowledge proof system to prove the correctness and plaintext knowledge for all encrypted data, such as "Proof of Plaintext Knowledge" and "Proof of Decryption Validity." We may utilize either a zero-knowledge proof system or a witness-indistinguishable proof system for this aim. Formally we will use the following proofs in our protocol:
1. A proof of correct key generation, i.e., a non-interactive zero-knowledge proof (NIZKP) \(\pi_{K \text { gen }}\) for proving the correctness of a public key pk w.r.t. \(\Pi^{\text {pke }}\). The underlying relation \(\mathrm{R}_{\text {KeyGen }}\) is
\[
\begin{equation*}
(x=\mathrm{pk}, w=(\text { random }, \mathrm{sk})) \in \mathrm{R}_{\text {KeyGen }} \Leftrightarrow(\mathrm{pk}, \mathrm{sk})=\mathrm{Kgen}(\text { random }) . \tag{7.3}
\end{equation*}
\]
2. The proof of correct encryption \(\pi_{E n c}\), i.e., a NIZK proof of knowledge for proving the correctness of a ciphertext ct w.r.t. election key pk, voter public key \(\mathrm{pk}_{\mathrm{v}}\).
3. A proof of shuffle, \(\pi_{\text {Shuffle }}\) with respect to the cryptosystem \(\Pi^{\text {pke }}\), i.e., NIZK proof of knowledge for the following relation \(\mathrm{R}_{\text {shuffle }}\) :
\[
\begin{gather*}
\left(x=\left(\left(\mathrm{ct}_{i}\right)_{i=1}^{n},\left(\mathrm{ct}_{i}^{\prime}\right)_{i=1}^{n}\right), w=\left(\left(\mathrm{r}_{i}\right)_{i=1}^{n}, \sigma\right)\right) \in \mathrm{R}_{\text {shuffle }} \\
\widehat{\downarrow}  \tag{7.4}\\
(\sigma:[n] \rightarrow[n] \text { bijective }) \wedge\left(\forall i \in[n]: \mathrm{ct}_{i}^{\prime}=\operatorname{ReEnc}\left(\mathrm{pk}^{\prime} \mathrm{ct}_{\sigma(i)} ; \mathrm{r}_{i}\right)\right) .
\end{gather*}
\]

In other words, the public statement of a proof of shuffle consists of two ciphertext vectors \(\left(\mathrm{ct}_{i}\right)_{i=1}^{n}\) and \(\left(\mathrm{ctt}_{i}^{\prime}\right)_{i=1}^{n}\) of the same size, and if the prover's output is valid, then this implies that the prover knows random coins \(\left(r_{i}\right)_{i=1}^{n}\) and a permutation \(\sigma\) over \([n]\) such that \(\mathrm{ct}_{i}^{\prime}\) is a re-encryption of \(\mathrm{ct}_{\sigma(i)}\) (using randomness \(r_{i}\) ).
4. A proof of correct decryption \(\pi_{\text {Dec }}\) with respect to \(\Pi^{\text {pke }}\), i.e., a NIZK for the following relation \(\mathrm{R}_{\text {dec }}\) :
\[
\begin{align*}
& (x=(\mathrm{pk}, m, \mathrm{ct}), w=\mathrm{sk}) \in \mathrm{R}_{\mathrm{dec}} \\
& \hat{\Downarrow}  \tag{7.5}\\
& (m=\operatorname{Dec}(\mathrm{sk}, \mathrm{ct})) \wedge(\mathrm{pk}, \mathrm{sk}) \leftarrow \Pi^{\mathrm{pke}} . \text { Kgen } .
\end{align*}
\]

For all the above relations we can use either a zero-knowledge proof system or a witness-indistinguishable proof system for this purpose.
- EUF-CMA-secure signature scheme: We assume that every message encrypted by a protocol participant contains some election parameters such as the election identifier, and to avoid the heavy notation, we use the following convention: Signing some message \(m\) implies that the signature is computed on the tuple ( \(m ; \mathrm{pp}\) ) where the second components are public election parameters including an election identifier.

\subsection*{7.5.3 Protocol Framework}

A protocol run consists of the following phases:
- Setup Phase. This procedure is carried out in the same manner as a standard evoting protocol. The election authority sets up the election, establishes all the policies, such as re-voting policy and the type of error that the protocol will tolerate, and publishes details about the ballot design and other procedures. For example the re-vote policy specifies whether voters can cast only one ballot or many ballots. Furthermore, which ballot will be counted as the voter vote in the tally phase in the latter case.

Then the election trustees distributively generate the election key through distributed threshold secret sharing and publish the public part of it on the bulletin board, together with proof of data correctness.
- Registration Phase. During this phase, the voter, v, personally consults a so-called supervised registrar (SR). This authority verifies that the voter is not being coerced directly and then generates a unique credential. This credential is then split into two parts: the long credential and the short credential, also referred to as the PIN. \({ }^{5}\)

\footnotetext{
\({ }^{5}\) Note that users are generally not good at choosing random PINs, as revealed in PIN frequency analyses. Thus, we recommend that the PIN be generated uniformly at random and not chosen by the voter.
}

Following that, the supervised registration authority develops the PIN's error list(as in 7.1) according to the election policy and determines the pin polynomial (as defined in 7.2). Finally, the voter's long credential and encryption of the pin-polynomial (encryption of polynomial coefficients) are transmitted to (stored on) the voter's supporting device. Notably, the PIN is not stored in the voting device or on the bulletin board, and it is necessary to be memorized by the voter .Along with the voter credential, the registrar provides proof that satisfies only voter, v , that all associated data was generated correctly, whether published on the bulletin board or stored on the voter's device.
- Voting Phase. In this phase, the voter device asks the voter to enter her PIN, \(\hat{a}\) and her preferred choice, vote. Then it generates the ballot of the form:
\[
\begin{align*}
& \text { ballot }=\left(\mathrm{CT}_{\text {crd }},\right. \\
& \left.C T_{\text {vote }}, \pi_{\text {ballot }}\right):  \tag{7.6}\\
& \\
& C T_{\text {crd }}=\operatorname{Enc}(\text { voterCredential })=\left(\mathrm{CT}_{1}, \mathrm{CT}_{2}\right), \\
& C T_{\text {vote }}=\operatorname{Enc}(\text { vote })
\end{align*}
\]
together with some election's public parameters, such as the election identifier. In the ballot form, \(\mathrm{CT}_{1}\) and \(\mathrm{CT}_{2}\) denote the encryption of voter long credential and the pin she entered, with respect to the election public key, respectively. Moreover, \(\pi_{\text {ballot }}\) denotes the proof of the ciphertexts' well-formedness, which consists of proof of plaintext knowledge of both the credential and vote.. In the next step, voter can choose to either audit her ballot her vsd and conduct the Benaloh Challenge [35] procedure to ensure that her ballot has the correct vote and pin or to submit it.

Device Auditing: If the voter wishes to audit option, the smart card commits to encryption of the ballot by displaying hash(ballot; \{random\}). The voter notes down this hash, and if the encryption is challenged, the smart card releases all the randomness numbers \{random\} to the voter's computer. The voter can verify the hash indeed was consistent with the vote choice via a third device. This challenging procedure can be reiterated.

Ballot Casting: When voters get sufficient confidence in the honesty of their device, they sign the ballot 7.6 and submits it via an authentic anonymous channel to the bulletin board.
- Tally Phase. This includes several steps. First, any exact duplicate ballots and ballots with incorrect proofs or signatures are removed. The teller should then detect duplicate ballots from a single voter, weeding the duplicates while ensuring the remaining ballot matches the valid pin (if existing). The weeding step is done according to the re-vote policy of the election. For example, suppose the re-vote policy specifies that each voter's last (according to the time-line) valid ballot must be counted in the tally phase. In that case, this step must ensure that the last valid ballot remains on the bulletin board and the rest are removed.

The several mix-net servers carry out the following phase: each mix-net receives a list of ballots as input, re-encrypts each ballot, and then performs a secret permutation on the re-encrypted list to produce the new list. Finally, the decryption trustees process the output of the last mix-net to compute the election outcome.

We emphasize that the in-charge parties must provide proof of correctness in all of the preceding procedures.
- Public Verification Phase. In this phase, every participant, including the voters or external observers, can verify the correctness of the previous phases, particularly the correctness of all NIZKPs published during the setup, registration, voting, and tallying phase.
In section 7.5.4, we propose three instantiation of our protocol. The main difference in these instantiations is how we perform the tally phase.

\subsection*{7.5.4 Protocol Instantiations}

This section provides three instantiations of the generic PIN-JCJ protocol with concrete cryptographic primitives. While all three institutions adhere to the protocol framework 7.5.3, we emphasize that they differ in some steps, particularly the tally phase.

We will explain only the basic building blocks and their algorithm and suppress some details about ballot integrity and non-malleability from the zero-knowledge proofs, e.g. the inclusion of election identifiers and the correct form of the Fiat-Shamir transformations. Also, for simplicity, we describe the protocol with a single election trustee, but it is possible to run this protocol distributively. Finally, we also will not specify all parts of the distributed registration phase and the Benaloh challenges, this can; be implemented as in the NV12 scheme with some obvious modifications and with the repairs mentioned in [98].

Before proceeding, we will establish some specific notations for this chapter. First, we refer to the \(\mathrm{ct}[m]\) as the cipher-text containing the message \(m\), i.e. \(\operatorname{ct}=\operatorname{Enc}(m)\), and by ballot[crd, vote], we mean a ballot that contains both the crd's and the vote's encryption.

\subsection*{7.6 Instantiation with Paillier Cryptosystem}

The first instantiation relies on the standard threshold variant Paillier public-key cryptosystem[210] which its security is based on the hardness of the decisional composite residuosity assumption 3 .

The main reason for choosing Paillier [216] instead of exponential ElGamal [150] (as in the original JCJ protocol) is that its plaintext-homomorphic property (see 2.3) allows us to evaluate the polynomial without decrypting the coefficients of the polynomials. Further, it allows an efficient multi-party computation protocol to compare and (hence sort) ciphertexts by plaintext values without decryption [192]. Furthermore, this algorithm is linear in the bit length, i.e. logarithmic in the security parameter, and can be made public verifiable [184]. Using this technique allows us to empower this instantiation to secure and efficient the weeding process, but at the cost of all ballots submitted with a voter identifier. Thus, obfuscating votes [136, 180] must also to be cast to achieve participation privacy.

We also use the secure multi-party computation protocol \(\mathrm{MPC}_{\min }\) to compare and (hence sort) ciphertexts by plaintext values without decryption introduced by Lipmaa and Toft [192] which secretly evaluates equality of two secret integers. In addition, the MPC protocol that is used in tally-hiding e-voting protocol such as Ordinos [184]. We refer to [184] for the public verifiable multi-party computation details.

Additional Note. We consider the protocol in the context of a single trusted party, namely a single election trustee running the key generation algorithm, rather than distributing trust among a group of election trustees; however, it can be implemented in a distributed fashion, as was already mentioned above, using the methods introduced in [210, 152]. Furthermore we emphasize that in the Paillier cryptosystem, proof of the correct key generation, \(\pi_{\mathrm{Kgen}}\), is actually the bi-primary test of the modulus \(n\). Numerous methods for bi-primary testing have been proposed in single- and multi-party settings, including the method introduced by Boneh and Franklin in [52]. Additionally, Vitto [253] introduces a protocol for efficiently generating certificates of semi-primality, which enables us to generate distributively semi-primes with unknown factorization.

For the proof of knowledge of the vote and the well-formedness of the ballot, we use a non-interactive version of the sigma protocol for Paillier encryption scheme 3.3. Finally, we can use any EUF-CMA-secure signature scheme.

The detail of the protocol is as follows:
- Set Up Phase: The election authority run the key generation algorithm of Paillier encryption scheme, \(\Pi^{\text {Pai }}\). Kgen to generate the pair of keys and publish them on the bulletin board along with the election parameter:
\[
\text { key }_{\text {election }}=(\mathrm{PK}, \mathrm{SK}) ; \mathrm{PK}=\left(n=p q, \mathbb{G}, g, \mathrm{pp}_{\text {election }}\right), \mathrm{SK}=(p, q)
\]
- Registration Phase: At the beginning of this phase, an empty list of voters credential, VoterCredentialList is initiated. Then for voter \(v_{i d}\) the registrar, does the following steps:
1. Pick a random number, crd \(\stackrel{\$}{\mathbb{Z}_{n}}\). according to the uniform distribution such that crd \(\ddagger\) VoterCredentialList. For sake of privacy we can store a hash value of the credential in this list rather than the credential. Append the new credential crd to the VoterCredentialList and store it on the voter's device. We refer to crd as the voter's long credential.
2. Pick randomly a number \(a \stackrel{\$ \text { PinSpace and declare it to the voter } \mathrm{v}_{\text {id }} \text {. We refer }}{ }\) to \(a\) as voter's short credential or voter's pin.
3. A registrar, based on the error-tolerance policy of the election, compute the set ErrorList \({ }_{a}\) as in (7.1)
\[
\begin{equation*}
\text { poly }_{\mathrm{id}, a}=\prod_{i=1}^{k}\left(x-\operatorname{crd}-a_{i}\right)=\sum_{i=0}^{k} p_{i} x^{i} \tag{7.7}
\end{equation*}
\]

We refer to the set ErrorList \({ }_{a}\) as the error list for pin \(=a\) and poly \({ }_{i d, a}\) the pinpolynomial for voter id. If the voter's id is clear from the context we will omit the index id.
4. Encrypt the polynomial with respect to the election public key. We stress that by encryption of the polynomial we mean the encryption of its coefficients, throughout this chapter. Namely, we consider the encryption as a vector with lent \(k+1\).
\[
\begin{equation*}
\operatorname{Enc}\left(\operatorname{poly}_{(\mathrm{id}, a)}\right)=\overrightarrow{\mathrm{CP}}=\left(\mathrm{cp}_{0}, \ldots, \mathrm{cp}_{k}\right): \mathrm{cp}_{i}=\operatorname{Enc}\left(p_{i}\right) \text { for } i=0, \ldots k . \tag{7.8}
\end{equation*}
\]
5. Provide a proof \(\pi_{\text {poly }}\) for the following relation:
\[
\left.\left.\begin{array}{rl}
\mathrm{R}_{\text {poly }}=\{ & (x, w), x=(\mathrm{id}, a, \text { crd, ErrorList } \\
a
\end{array}, \overrightarrow{\mathrm{CP}}=\left(\mathrm{cp}_{i}\right)_{i \in[k]}\right)\right\}
\]

The registrant presents \(\pi_{\text {poly }}\) the voter as proof of the polynomial's validity (well-formedness and correctness). This proof is done in a designated way.
6. Store (crd, CP) on voter device.
7. Publish \(\mathrm{v}_{\mathrm{id}}\) : \(\left(\mathrm{CP}=\left(\mathrm{cp}_{0}, \ldots, \mathrm{cp}_{k}\right)\right.\), Enc(crd) \()\) on bulletin board.
- Casting Ballot: In this step, every voter \(v_{i}\) decides to abstain from the election or vote for some candidate. In the latter scenario, the voter indicates her choice after entering her PIN, \(\hat{a}\) to her vsd device. Then the vsd encrypts the vote, the voter credential, and the entered \(\hat{a}\), under the public key of the election (Paillier public key) using random coins random \({ }_{j}\), resulting in the following ciphertexts: \(C P^{*}=\left(\mathrm{cp}_{0}^{*}, \ldots, \mathrm{cp}_{k}^{*}\right), \mathrm{ct}[\) vote \(]\) and \(\mathrm{ct}[\mathrm{crd}]\).
\[
\begin{align*}
i \in[k]: \mathrm{cp}_{i}^{*} & =\mathrm{cp}_{i}^{(\hat{a}+\mathrm{crd})^{i}} \cdot \operatorname{random}_{i}^{* n}=\left(g^{p_{i}} \cdot \operatorname{random}_{i}^{n}\right)^{(\hat{a}+\mathrm{crd})^{i}} \cdot \operatorname{random}_{i}^{* n} \\
& =\left(g^{p_{i} \cdot(\hat{a}+\mathrm{crd})^{i}} \cdot\left(\operatorname{random}_{i}^{(\hat{a}+\mathrm{crd})^{i}} \cdot \operatorname{random}_{i}^{*}\right)^{n}\right. \\
& =\operatorname{Enc}\left(\mathrm{PK}, p_{i} \cdot(\hat{a}+\mathrm{crd})^{i}\right)  \tag{7.10}\\
\mathrm{ct}[\text { vote }] & =\operatorname{Enc}(\mathrm{PK}, \text { vote } ; \text { random })=g^{\mathrm{vote}} \cdot \text { random }^{n}, \\
\operatorname{ct}[\mathrm{crd}] & =\operatorname{Enc}(\mathrm{PK}, \mathrm{crd})=g^{\mathrm{crd}} \cdot \text { random }^{\prime n}
\end{align*}
\]

As previously stated, the voter's vsd contains the voter's long credential (plain) but not the polynomial. In fact it only has the encryption of the polynomial. However, because of the homomorphic property of the Paillier encryption scheme, the vsd is capable of performing a blind multiplication of the polynomial coefficient with the (crd \(+\hat{a}\) ).
In the next step, vsd provides a proof, \(\pi_{\text {ballot }}\), (also proof of knowledge), ensures that everything was generated honestly, for relation \(\mathrm{R}_{\text {ballotor }}^{\text {pailier }}\).
\[
\begin{align*}
& \mathrm{R}_{\text {ballot }}^{\text {pailier }}=\left\{(x, w), x=\left(\operatorname{ct}[\text { vote }], \mathrm{ct}[\mathrm{crd}], \overrightarrow{\mathrm{CP}}=\left(\mathrm{cp}_{i}\right)_{i \in[k]}, \mathrm{C} \overrightarrow{\mathrm{P}}^{*}=\left(\mathrm{cp}_{i}^{*}\right)_{i \in[k]}\right)\right. \\
& w=\left(\text { vote }, \text { random }{ }_{\text {vote }}, \hat{a}, \text { crd }, \text { random }_{\text {crd }},\left\{\text { random }_{i}^{*}\right\}_{i \in[k]}\right): \\
& \text { ct[vote] }=g^{\text {vote }} \cdot \text { random }^{n} \text {, vote } \in \text { cList, }  \tag{7.11}\\
& \mathrm{ct}[\mathrm{crd}]=g^{\text {crd }} \cdot \text { random }^{\prime n} \text {, } \\
& \left.i=1, \ldots, k: \mathrm{cp}_{i}^{*}=\mathrm{cp}^{(\mathrm{crd}+\hat{a})^{i}} \cdot \text { random }_{i}^{* n}\right\}
\end{align*}
\]

This proof can be implemented efficiently using Sigma protocols and relies on the DDH assumption and it can be made non-interactive using the strong Fiat-Shamir heuristic.

At the end of this phase, voter signs her ballot of the following form:
\[
\begin{equation*}
\text { ballot }_{\mathrm{v}_{\mathrm{id}}}=\left(\mathrm{ct}[\mathrm{crd}], \mathrm{ct}[\text { vote }], \mathrm{C} \overrightarrow{\mathrm{P}}^{*}=\left(\mathrm{cp}_{1}^{*}, \ldots, \mathrm{cp}_{k}^{*}\right), \pi_{\text {ballot }}\right) \tag{7.12}
\end{equation*}
\]
and submits it to the bulletin board.
Re-Vote Policy In this instantiation, each voter is permitted to submit multiple ballots, and in the tally phase, one of the valid ballots is randomly picked and counted.

Additional Note. We stress that we do not describe some steps in detail here, such as the "Benaloh challenge" to audit the voter's supporting device. Furthermore, in this instantiation, we use the obfuscate method introduced in [136, 180] to protect the voter against the coercer who compels a voter not to vote (abstain from voting) i.e. a separate (distributed) authority will submit dummy ballots on behalf of all voters. Since this authority does not know the long credential all of these dummy ballots will be invalid but will obfuscate whether a specific voter did vote or not.
- Tally Phase: Using the Paillier encryption scheme allows us to efficiently sort the ciphertexts based on plaintext values without decrypting them using MPC among the Tally Tellers (see [192] for details). Additionally, this algorithm can be implemented in a multi-party computation, strengthen the elections. In our protocol, we take advantage of this multi-party computation to sort the encryption of polynomial evaluation.

We refer by \(\mathrm{MPC}_{\text {min }}\) the algorithm that takes as input the ciphertexts:
\[
\mathrm{ct}_{1}=\operatorname{Enc}\left(m_{1}\right), \mathrm{ct}_{2}=\operatorname{Enc}\left(m_{2}\right), \ldots, \mathrm{ct}_{t}=\operatorname{Enc}\left(m_{q}\right),
\]
and outputs the index \(i^{*}\) such that
\[
\mathrm{ct}_{i^{*}}=\operatorname{Enc}\left(m_{i^{*}}\right): m_{i^{*}}=\min \left\{m_{1}, \ldots, m_{t}\right\}
\]

We use this algorithm in the Tally phase.
1. Ballot Validity Check: We remove exact ballot duplicates and all ballots with invalid proof and the signature in the first step. In the next step, we need to remove extra ballots for each voter, making sure a valid ballot is kept if existing.
2. Weeding: Since each voter will be associated with possibly more than one ballot, we need to weed them in a way that at least one of the ballots associated with the valid credential and pin will remain - if existing.
Assume the voter \(v_{i d}\) casts \(q\) ballots, each includes choices vote \({ }_{i d, i}\) :
\[
\mathrm{v}_{\mathrm{id}}: \text { ballot }_{\mathrm{id}, \mathrm{l}}:\left(\overrightarrow{\mathrm{CP}}_{1}^{*},{\operatorname{ct}\left[\operatorname{vote}_{\mathrm{id}, 1}\right]}\right), \ldots, \text { ballot }_{\mathrm{id}, q}\left(\overrightarrow{\mathrm{CP}}_{q}^{*}, \mathrm{ct}\left[\mathrm{vote}_{\mathrm{id}, q}\right]\right)
\]
each contains \(\overrightarrow{\mathrm{CP}}_{t}^{*}=\left(\mathrm{cp}_{(t, 1)}^{*}, \ldots, \mathrm{cp}_{(t, k)}^{*}\right)\) and the pin \(\hat{a}_{t}\).

We homomorphically combine the public ciphertext \(\mathrm{cp}_{0}\) with the submitted encryptions to obtain an encrypted polynomial evaluation for each ballot:

For \(t=1, \ldots q\) :
\[
\begin{align*}
\mathrm{cp}_{0} \cdot \prod_{j=1}^{k} \mathrm{cp}_{t, j}^{*} & =g^{p_{0}} \cdot \operatorname{random}_{0}^{n} \cdot \prod_{i=0}^{k} g^{p_{i} \cdot\left(\hat{a}_{t}+\mathrm{crd}\right)^{i}} \cdot \operatorname{random}_{i}^{n}  \tag{7.13}\\
& =g^{\sum_{i=0}^{k} p_{i}\left(\operatorname{crd}+\hat{a}_{t}\right)^{i}} \cdot \text { random } \\
& =\operatorname{Enc}\left(\mathrm{PK}, \operatorname{poly}_{\text {id }, a}\left(\operatorname{crd}+\hat{a}_{t}\right)\right)
\end{align*}
\]

Note that the above ciphertext would be the encryption of zero if the ballot has a valid credential and pin.
\[
\operatorname{Enc}(\mathrm{PK}, 0) \Longleftrightarrow \hat{a}_{t} \in \operatorname{ErrorList}_{a}
\]

We now verifiably mix the pairs:
\[
\mathrm{ct}_{t}\left[\mathrm{poly}_{\mathrm{id}, a}\left(\hat{a}_{t}+\mathrm{crd}\right)\right], \operatorname{ct}\left[\operatorname{vote}_{\mathrm{id}, t}\right]
\]
and run the \(\mathrm{MPC}_{\text {min }}\) protocol:
\[
\begin{equation*}
\mathrm{MPC}_{\min }\left(\mathrm{ct}_{\sigma(j)}\left[\mathrm{poly}_{\mathrm{id}, a}\left(\hat{a}_{\sigma j}+\mathrm{crd}\right)\right]\right)_{j \in[q]} \mapsto \operatorname{ct}\left[\text { poly }_{\mathrm{id}, a}\left(\hat{a}_{m}+\mathrm{crd}\right)\right] \tag{7.14}
\end{equation*}
\]
which securely outputs the minimum value:
\[
\forall t=1, \ldots, q: \operatorname{poly}_{\mathrm{id}, a}\left(\operatorname{crd}+\hat{a}_{m}\right) \leq \operatorname{poly}_{\mathrm{id}}\left(\operatorname{crd}+\hat{a}_{t}\right),
\]

We keep this ciphertext and the corresponding encrypted vote and discard the rest. Note that \(\mathrm{MPC}_{\text {min }}\) selects a valid ballots having poly \({ }_{\mathrm{id}, a}\left(\hat{a}_{m}+\mathrm{crd}\right)=0\) if it exists. \({ }^{6}\)
3. Ballot Anonymization: We observe that at this stage, there is only one ballot left on the bulletin board for each voter, which is composed of two components:
\[
\begin{aligned}
\mathrm{v}_{\mathrm{id}}: \text { ballot }_{\mathrm{id}, m}= & \left(\tilde{\mathrm{ct}}_{\dot{\mathrm{id}}}, \tilde{c t}_{\mathrm{id}}^{\prime}\right): \\
& \tilde{\mathrm{ct}}_{\mathrm{id}}=\operatorname{ct}_{\mathrm{id}}[\text { poly }]=\operatorname{Enc}(\text { poly } \\
& \left.\tilde{c t}_{\mathrm{id}, a}^{\prime}\left(\hat{a}_{m}+\mathrm{crd}\right)\right), \\
& \operatorname{ct}_{\mathrm{id}}\left[\text { vote }_{i d, m}\right] .
\end{aligned}
\]

In fact, ballot \({ }_{\mathrm{id}, m}\) is the output of the \(\mathrm{MPC}_{\text {min }}\) protocol. To avoid the heavy notation, we will no longer use the index \(m\) and we refer to ballot \({ }_{\text {id, }, m}\) by ballot \({ }_{i d}\).

Two steps must be completed in order to anonymize the ballots:
Step 1. Raise the first component to the power \(r_{1}\) and re-encrypt the second component:
\[
\begin{equation*}
\tilde{c t}_{i d} \mapsto \mathrm{ct} \mathrm{t}_{\mathrm{id}}=\tilde{\mathrm{ct}}_{\mathrm{id}}^{r_{1}}=\operatorname{Enc}\left(\text { poly }_{\mathrm{id}, a}\left(\hat{a}_{m}+\mathrm{crd}\right)^{r_{1}}\right) \tag{7.15}
\end{equation*}
\]

\footnotetext{
\({ }^{6}\) This will give a random correct vote. The "Last valid vote counts" policy can be implemented by adding the received order to the plaintext.
}
and provide a proof \(\pi_{\text {randomization }}\) for the relation \(\mathrm{R}_{\text {randomization }}\) :
\[
\begin{align*}
\mathrm{R}_{\text {randomization }}=\{ & (x, w), x=(\text { ballot }, \text { ballot }), w=r_{1}: \\
& \text { baĩlot }=\left(\tilde{c t}, \mathrm{ct}^{\prime}\right), \text { ballot }=\left(c t, \mathrm{ct}^{\prime}\right), \\
& \mathrm{ct}=\tilde{\mathrm{ct}}^{r_{1}}  \tag{7.16}\\
& \}
\end{align*}
\]

We multiplicatively randomize the polynomial evaluation to avoid coercion side channels, but still be able to determine if a ballot was valid by checking if the value is zero. At the end of this step, we obtain the following list, which includes a single ballot for each voter:
\[
\mathbf{L}_{1}=\left[\left(\operatorname{ct}_{\mathrm{id}}=\operatorname{ct}\left[\text { poly }_{\mathrm{id}, a} a\left(\hat{a}_{\mathrm{id}}+\operatorname{crd}_{\mathrm{id}}\right)\right], \operatorname{ct}_{\mathrm{id}}^{\prime}=\operatorname{ct}\left[\operatorname{vote}_{\mathrm{id}}\right]\right)\right]_{\mathrm{id} \epsilon \mathrm{idSet}}
\]

Step 2. In this step first we delete the voter identifier. Then we insert the list \(\mathbf{L}_{1}\) into a verifiable parallel mix-net to apply the re-encryption and permutation procedure on the list \(\mathbf{L}_{1}\). It is required that each mix-net provides proof of shuffle, \(\pi_{\text {Shuffle }}\), for the relation, \(\mathrm{R}_{\text {shuffle }}\) (8.2). At the end of this step we obtain ( \(\left.\mathbf{L}_{2}, \pi_{\text {Shuffle }}\right)\) where:
\[
\mathbf{L}_{2}=\left[\left(\operatorname{ct}_{\sigma(\mathrm{id})}\left[\operatorname{poly}_{\sigma(\mathrm{id)}, a}\left(\hat{a}_{\sigma(\mathrm{id})}+\operatorname{crd}_{\sigma(\mathrm{id})}\right)^{\left.\mathrm{random}_{]}, \mathrm{ct}^{\prime}\left[\operatorname{vote}_{\sigma(\mathrm{id})}\right]\right)}\right]_{\mathrm{id} \in \mathrm{idSet}}\right.\right.
\]
4. Final PIN-Credential Check: In this step, first we decrypt the first component of each ballot:
\[
\mathrm{ct}_{\mathrm{id}}\left[\mathrm{poly}_{\sigma(\mathrm{id}), a}\left(\hat{a}_{\sigma(\mathrm{id})}+\operatorname{crd}_{\sigma(\mathrm{id})}\right)^{\text {random }_{]}}\right.
\]
to retrieve the polynomial evaluation. All ballots with non-zero polynomial evaluation will be discarded.
5. Vote Extraction: Decrypt the remaining vote ciphertexts and provide proof of decryption 7.5.
6. Result Computation: Obtain the election result by applying the \(f_{\text {res }}\) over all plaintext votes.

Error tolerance property in this instantiation results from the correctness of the encryption scheme and the MPC \({ }_{\text {min }}\). First, consider the following computation:
\[
\begin{aligned}
& 7.8: \mathrm{cp}_{i}=g^{p_{i}} \cdot \mathrm{r}_{i}^{n} \\
&\left.7.10: \mathrm{cp}_{i}^{*}=\mathrm{cp}_{i}^{(\hat{a}+\mathrm{crd})^{i}} \cdot \mathrm{r}_{i}^{* n}\right\} \Rightarrow \mathrm{cp}_{i}^{*}=g^{(\hat{a}+\mathrm{crd})^{i} p_{i}} \cdot \mathrm{r}_{i}^{\prime n} \\
& \Rightarrow \mathrm{ct}\left[\mathrm{poly}_{\mathrm{id}, a}\left(\hat{a}_{t}+\mathrm{crd}\right)\right]
\end{aligned} \quad=\mathrm{cp}_{0} \cdot \prod_{i=1}^{k} \mathrm{cp}_{i}^{*} \quad \begin{aligned}
& \sum_{i=0}^{n(\hat{a}+\mathrm{crd})^{i} p_{i}} \cdot \mathrm{r}^{n} \\
&=g^{\operatorname{Poly}_{\mathrm{id}}(\mathrm{crd}+\hat{a})} \cdot \mathrm{r}^{n}
\end{aligned}
\]

Due to the definition of pin-polynomial (7.2):
\[
\operatorname{ct}\left[\text { poly }_{\mathrm{id}, a}\left(\hat{a}_{t}+\operatorname{crd}\right)\right]=\operatorname{Enc}(0) \text { if and only if } \operatorname{crd}+\hat{a}_{t} \in \operatorname{ErrorList}_{a}+\operatorname{crd}_{\text {registered }}
\]
which with the overwhelming probability implies that \(\hat{a} \in\) ErrorList \(_{a}\). Additionally, the correctness property of the multi-party computation protocol \(\mathrm{MPC}_{\text {min }}\) in (7.14) guarantee that the ballot with a minimum value of poly \(\mathrm{id}_{\mathrm{id}, a}\left(\hat{a}_{t}+\mathrm{crd}\right)\) remains in the weeding step.

Note that poly \(\mathrm{y}_{\mathrm{id}, a}\) has a range in non-negative integers. Therefore if there is any ballot with valid credentials and PIN, the output of MPC \(\min\) will be a valid ballot, namely \(\operatorname{ct}\left[\right.\) poly \(\left._{\text {id, }, a}\left(\hat{a}_{t}+\operatorname{crd}\right)\right]=\operatorname{Enc}(0)\).

Additional Note. The main advantage of this instantiation is sorting the ciphertexts without decrypting them (using \(\mathrm{MPC}_{\text {min }}\) protocol). Because this approach does not reveal whether any ballot has a valid PIN or not, thus sidestepping the attack on the standard duplicate removal.

\subsection*{7.7 Instantiation with BGN cryptosystem}

The second instantiation is based on composite order groups introduced by [54] and the Groth-Sahai NIWI-proof system [143] with security based on the Subgroup decision assumption.

The main point of using those primitives in this instantiation are, BGN is a homomorphic encryption scheme supports a single multiplication which is what we need and also it can be efficiently implemented in a bilinear group. Having bilinear map allows us to do the polynomial evaluation in an efficient and secure way and also having the efficient NIWI-proof system.

Definition 47. BGN Cryptosystem works as follows. Its key generation algorithm, Kgen outputs a pair of keys: \(\left(\mathrm{pk}=\left(n, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g, h=g^{\prime q}\right), \mathrm{sk}=(p, q)\right)\) where \(\mathbb{G}=\langle g\rangle\) and \(\mathbb{G}_{T}\) are two groups of order \(n\) and the secret key consists of two primes \(p, q\) such that \(n=p q\). \(\mathbf{e}: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}\) is bilinear \(\left(\forall a, b \in \mathbb{Z}, g \in \mathbb{G}: \mathbf{e}\left(g^{a}, g^{b}\right)=\mathbf{e}(g, g)^{a b}\right)\), non-degenerate \((\mathbb{G}=\) \(\langle g\rangle \Rightarrow \mathbf{e}(g, g) \neq 1_{\mathbb{G}_{T}}\) ) and commutable map. A ciphertext on message \(m \in[T]\), for \(T<q\) has the form \(\mathrm{CT}=g^{m} h^{\text {random }} \in \mathbb{G}\) for some random number random. Decryption: raise the ciphertext to power \(p\) and compute the discrete log.

The detailed of the protocol is as follows:

\section*{- Set Up Phase:}
1. The election authority run the key generation algorithm of BGN encryption scheme, \(\Pi^{B G N}\). Kgen to generates the pair of keys:
\[
\left(\mathrm{sk}_{\mathrm{BGN}}=p, q, \mathrm{pk}_{\mathrm{BGN}}=\left(n, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g, h\right)\right.
\]
2. Then chooses a random group element \(f \stackrel{\$}{\mathbb{G}}\). Note that \(\mathbb{G}=\langle g\rangle\) is a cyclic group so there exists a unique integers \(z\) such that \(f=g^{z}\).
3. Set the election key as:
\[
\mathrm{PK}_{\text {election }}=\left(n, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}, g, h\right), \mathrm{SK}_{\text {election }}=(p, f)
\]
4. Publish the public key on the bulletin board along with the election parameter.
- Registration Phase: The registrar performs the following steps to generate the credential for the voter, \(\mathrm{v}_{\mathrm{id}}\)
1. Generate credential and PIN: crd, \(a\) as in the Paillier instantiation.
2. Generate the list of errors and the pin-polynomial. Note that in this instantiation the polynomial poly \({ }_{\mathrm{id}, a}\) only contains the polynomial, not the long credential:
\[
\begin{aligned}
& \text { ErrorList }_{a}=\left\{a_{1}=a, a_{2}, \ldots, a_{k}\right\} \\
& \text { poly }_{\text {id }, a}=\prod_{i=1}^{k}\left(x-a_{i}\right)=\sum_{i=0}^{k} p_{i} x^{i}
\end{aligned}
\]
3. Run the encryption algorithm, \(\Pi^{\text {bgn }}\). Enc to obtain the following ciphertexts:
\[
\begin{aligned}
\forall i \in[k]: \mathrm{cp}_{i} & =\operatorname{Enc}\left(p_{i}\right)=g^{p_{i}} h^{\text {random }_{i}}, \\
\mathrm{cp}_{0} & =g^{p_{0}} \cdot f^{\text {crd }} h^{\text {random }} \\
& =\operatorname{Enc}\left(p_{0}+\operatorname{crd} \times z\right) .
\end{aligned}
\]

Note that, technically \(\mathrm{cp}_{0}\) is the encryption of \(p_{0}+\operatorname{crd} \times z\). Although \(z\) is not a known value to any parties, the registrar can compute \(\mathrm{cp}_{0}\) without knowing its exact value.
4. Generates the proof of validity of the polynomial poly \(\mathrm{id}, a\) and \(\left(\mathrm{cp}_{i}\right)_{i=0, \ldots k}\), similar to the Paillier instantiation.
5. Store
\[
\left(\mathrm{CP}=\left(\mathrm{cp}_{0}, \mathrm{cp}_{1}, \ldots, \mathrm{cp}_{k}\right), \mathrm{CRD}=g^{\mathrm{crd}}\right)
\]
in the user device.
6. Publish \(\mathrm{v}_{\mathrm{id}}:(\) Enc(crd \(\left.)=g^{\mathrm{crd}} \cdot h^{\text {random }}, \mathrm{CP}\right)\) on bulletin board.
- Casting Ballot: During this phase, the voter can perform an audit on her device to ensure its accuracy. This process is similar to the Paillier instantiation 2.7.2.2, therefore we skip the details and only describe the ballot creation step.
Voter, \(\mathrm{v}_{\mathrm{id}}\), indicates her choice after entering her PIN, \(\hat{a}\) to her vsd device. Then the vsd encrypts the vote, the voter credential, and the entered \(\hat{a}\), under the public key of the election(See 3) using random coins random \({ }_{j}\), resulting in the following ciphertexts:
1. Compute:
\[
\mathrm{CT}_{\text {vote }}=\operatorname{Enc}(\text { vote }), \mathrm{CT}_{\text {crd }}=\mathrm{Enc}(\mathrm{crd})=\mathrm{CRD} \cdot h^{\text {random }}
\]
2. Encrypt the PIN:
\[
\text { For } i=1, \ldots, k: \operatorname{ca}_{i}=\operatorname{Enc}\left(\hat{a}^{i}\right) .
\]
3. Re-randomize the polynomial coefficients:
\[
\text { For } i: 0,1, \ldots, k: \mathrm{cp}_{i}^{*}=\mathrm{cp}_{i} \cdot h^{\text {random }_{i}^{*}}
\]
4. Set
\[
\begin{aligned}
& \mathrm{CA}=\left(\mathrm{ca}_{1}, \ldots, \mathrm{ca}_{k}\right), \\
& \mathrm{CP}=\left(\mathrm{cp}_{0}^{*}, \ldots, \mathrm{cp}_{k}^{*}\right)
\end{aligned}
\]
and provide a proof (proof of knowledge), \(\pi_{\text {ballot }}\) for the following relation, including a joint proof of plaintext-knowledge for all the other ciphertexts in the ballot and include the rest of the ballot in the hash for non-malleability. This proof can be generated using the Groth-Sahai technique. (See Appendix 9.6)
\[
\begin{aligned}
\mathrm{R}_{\text {ballot }}^{\mathrm{bgn}}=\{(x, w): & \\
& x=\left(\mathrm{pp}_{\text {election }}, \mathrm{CT}_{\text {vote }}, \mathrm{CT}_{\mathrm{crd}}, \mathrm{CA}\right), \\
& w=(\text { vote, random } \\
& \mathrm{CT}_{\text {vote }}, \mathrm{CRD}, \mathrm{r}_{\mathrm{crd}}, \hat{a},\left\{\mathrm{r}_{i}\right\}_{i \in[k]}^{\text {vote }} \cdot h^{\text {random }} \text { vote } \\
& \text { vote } \in \mathrm{List} \text { of candidats, } \\
& \mathrm{CT}_{\mathrm{crd}}=\mathrm{CRD} \cdot h^{\mathrm{r}_{\mathrm{crd}}}, \\
& \left\{\mathrm{ca}_{i}=g^{(\hat{a})^{i}} \cdot h^{\mathrm{r}_{i}}\right\}_{i \in[k]} \\
\} &
\end{aligned}
\]
5. At the end of this phase, the voter signs her ballot of the following form:
\[
\text { ballot }=\left(\mathrm{CT}_{\text {vote }}, C T_{\text {CRD }}, C A, C P^{*}, \pi_{\text {ballot }}\right)
\]
and submits it to the bulletin board.

Re-Vote Policy. In this instantiation, each voter is permitted to submit multiple ballots, and in the tally phase, unlike to Paillier instantiation, it is possible to consider the last valid ballot cast by the voter.
1. Ballot Validity check: In the first step, we remove exact ballot duplicates and then we check the validity of the proofs and the signatures. In case any of any failure, the ballot will be discarded. In the next step we need to remove extra ballots for each voter, making sure a valid ballot is kept, if existing.
2. Polynomial Evaluation: Compute the encrypted polynomial evaluation as follows:
\[
\begin{align*}
\operatorname{Enc}_{T}(t) & =\mathbf{e}\left(\mathrm{CT}_{\mathrm{crd}}, f\right)^{-1} \cdot \mathbf{e}\left(\mathrm{cp}_{0}^{*}, g\right) \cdot \mathbf{e}\left(\mathrm{cp}_{1}^{*}, C A_{1}\right) \cdots \mathbf{e}\left(\mathrm{cp}_{k}^{*}, C A_{k}\right) \\
& =\operatorname{Enc}_{T}\left(\mathbf{e}\left(g^{\text {poly }_{\mathrm{id}, a, g}\left(\hat{a}_{\mathrm{id}}\right)}, g\right)\right) \tag{7.18}
\end{align*}
\]

We refer to this value by \(\operatorname{Enc}_{T}(t)\) with \(t\) being the polynomial evaluation which can be seen as an encryption in the target space (group \(\mathbb{G}_{T}\) ).
3. Mixing: Now verifiably mix the tuples \(\left(\mathrm{CT}_{\text {crd }}, \mathrm{CT}_{\text {vote }}, \mathrm{Enc}_{T}(t)\right)\).
4. For each ballot we create \(\mathrm{Enc}_{T}(\mathrm{crd}+t)\) :
\[
\begin{aligned}
\mathbf{e}\left(\mathrm{CT}_{\mathrm{crd}}, g\right) \cdot \operatorname{Enc}_{T}(t) & =\operatorname{Enc}_{T}\left(\mathbf{e}\left(g^{\mathrm{crd}}, g\right)\right) \cdot \operatorname{Enc}\left(\mathbf{e}\left(g^{\mathrm{poly}_{\mathrm{id}, a}(\hat{a})}, g\right)\right) \\
& =\operatorname{Enc}_{T}\left(\mathbf{e}\left(g^{\mathrm{crd}+\operatorname{poly}_{\mathrm{id}, a}(\hat{a})}, g\right)\right)
\end{aligned}
\]

Now, we need to remove ballots having the same value \(\mathbf{e}\left(g^{c r d}+\right.\) poly \(\left._{\mathrm{id}, a}(\hat{a}), g\right)\), which basically means same credential and same \(\hat{a}\). This can be done by running a PET or using some hash function. At the end of this step we have a list of ballots of the following form:
\[
\begin{equation*}
\left(\operatorname{Enc}_{T}\left(\mathbf{e}\left(g^{\text {crd }}+\text { poly }_{\text {id }, a}(\hat{a}), g\right)\right), \mathrm{CT}_{\text {vote }}\right) \tag{7.19}
\end{equation*}
\]

Additional Note. If we have a small number of voters, it is possible (efficient) to do this via PETs. Further we can mix between each duplicate removal. For a larger number we suggest to split the board in two, remove duplicates separately, then mix and do duplicate removal again. This will decrease the information from the distribution of confirmed duplicates to a coercer carrying out the leaky duplicate removal attack mentioned in Sec. 7.3. Additionally for the sake of privacy we can replace the first component in (7.19) with \(\operatorname{hash}_{\mathrm{hk}}\left(\mathbf{e}\left(g^{\mathrm{crd}^{\mathrm{cr}}+\mathrm{poly}_{\mathrm{id}, a}(\hat{a})}, g\right)(\hat{a})\right)\) where hash \(_{\text {key }}\) is a keyed-hash function with secret key hk.
5. We now need to select eligible valid votes. We mix the above list and the list of registered encrypted credential. To this end, compare crd + poly \({ }_{(\mathrm{id}, a)}(\hat{a})\) to the list of registered credentials. Any ballot that has the match with a registered credential would be a ballot with valid credential where its polynomial evaluation is equal to zero with overwhelming probability. There is only a negligible chance of that invalid crd and invalid PIN generate an invalid full credential. Next, we do a further PET against the short credentials. This will reveal malicious authorities creating valid polynomial on their own. If this is positive too, we decrypt the vote and continue to the next registered credential.

Error tolerance property. The following computation shows the correctness of equation 7.18, in other words it shows how to evaluate the polynomial on the input value â:
\[
\begin{aligned}
& \mathbf{e}\left(\mathrm{CT}_{\mathrm{crd}}, f\right)^{-1} \cdot \mathbf{e}\left(\mathrm{cp}_{0}^{*}, g\right) \cdot \mathbf{e}\left(\mathrm{cp}_{1}^{*}, C A_{1}\right) \cdots \mathbf{e}\left(c p_{k}^{*}, C A_{k}\right)= \\
& \mathbf{e}\left(\mathrm{CRD} \cdot h^{r}, f\right)^{-1} \cdot \mathbf{e}\left(g^{p_{0}}(f)^{\mathrm{crd}} h^{r_{0}}, g\right) \cdot \mathbf{e}\left(g^{p_{1}} h^{r_{1}}, g^{\alpha_{i}} h^{\gamma_{i}}\right) \cdot \ldots \mathbf{e}\left(g^{p_{k}} h^{r_{k}}, g^{\alpha_{k}} h^{\gamma_{k}}\right)= \\
& \mathbf{e}(\mathrm{CRD}, f)^{-1} \cdot \mathbf{e}(h, f)^{-r} \mathbf{e}\left(g^{p_{0}} f^{\mathrm{crd}} h^{r_{0}}, g\right) \cdot \mathbf{e}\left(g^{p_{1}} h^{r_{1}}, g^{a^{i}} h^{\gamma_{i}}\right) \cdot \ldots \mathbf{e}\left(g^{p_{k}} h^{r_{k}}, g^{a^{k}} h^{\gamma_{k}}\right)= \\
& \mathbf{e}(\mathrm{CRD}, f)^{-1} \mathbf{e}\left(f, h^{r}\right) \mathbf{e}(f, \mathrm{CRD}) \mathbf{e}\left(g^{p_{0}} h^{r_{0}}, g\right) \cdot \mathbf{e}\left(g^{p_{1}} h^{r_{1}}, g^{a^{i}} h^{\gamma_{i}}\right) \cdot \ldots \mathbf{e}\left(g^{p_{k}} h^{r_{k}}, g^{a^{k}} h^{\gamma_{k}}\right)= \\
& \mathbf{e}\left(h^{r}, f\right)\left(\prod_{i=0}^{k} \mathbf{e}\left(g^{p_{i}}, g^{\alpha_{i}}\right)\right) \cdot\left(\prod_{i=0}^{k} \mathbf{e}\left(g^{p_{i}}, h^{\gamma_{i}}\right)\right) \cdot\left(\prod_{i=0}^{k} \mathbf{e}\left(g^{\alpha_{i}}, h^{r_{i}}\right)\right)\left(\prod_{i=0}^{k} \mathbf{e}\left(h^{\gamma_{i}}, h^{r_{i}}\right)\right) \\
& \left.\mathbf{e}\left(g, g^{\sum_{i=0}^{k} p_{i} \alpha_{i}}\right)\right) \cdot \mathbf{e}\left(g, h^{r}\right)=\mathbf{e}\left(g, g^{\operatorname{poly}_{a}(\hat{a})}\right) \cdot \mathbf{e}\left(g, h^{r}\right)
\end{aligned}
\]

As a result, if we raise the above term to the power \(p\), the result is 1 if and only if poly \(_{\text {id, } a}(\hat{a})=0\). Also, due to the secret \(f\) and zero-knowledge proof, \(\pi_{\text {ballot }}\), malicious voters cannot construct a fake polynomial resulting in zero-evaluation.
Additional Note. The main advantage of this instantiation is that voters can vote anonymously; thus, unlike the first instantiation, no identity obfuscation is required. Additionally, by utilizing Groth-Sahai proof techniques, the implementation becomes more efficient. Particularly in an election with many candidates and voters, compared to the
sigma protocol, the proof of membership will be more effective. Moreover, we can implement the mix-net components using the Groth-Bayer mix-net servers [28].

\subsection*{7.8 Instantiation with Functional Encryption Scheme}

Our third instantiation \({ }^{7}\) relies on the functional encryption scheme, precisely, the inner product encryption scheme 4 . The primary advantage of this approach is that it simplifies the protocol during the registration and tally phases.

Recall the polynomial evaluation of an encrypted value \(x\). The polynomial can be considered as a vector of its coefficient
\[
\text { poly }_{\mathbf{p i n}}=p_{0}+p_{1} x+\ldots+p_{k} x^{k} \approx \vec{P}=\left(p_{0}, \ldots, p_{k}\right)
\]
and the point \(x\) can be represented as the vector \(\vec{x}\) :
\[
\vec{x}=\left(1, x, \ldots, x^{k}\right) .
\]

Then the evaluation of poly \((x)\) is obtained by computing the inner product of these two vectors:
\[
\operatorname{poly}_{\mathbf{p i n}}(x)=\langle\vec{P}, \vec{x}\rangle
\]

During the registration phase of the first two protocol instantiations, a registrant generates a valid credential and a valid pin, retrieves the polynomial, and stores the polynomial's encryption on the voter device. However, anyone can carry out the procedure because all encryption steps are performed with respect to some public-key cryptosystem. To be specific, anyone can generate the credential and pin and store the encrypted data on the voter device. In other words, for the sake of eligibility and privacy, it is necessary that the voter credential, her pin, and the encryption of her vote are all linked together and cannot be generated by someone who does not know some secret value. This aspect complicates the tally process because it is critical to match the credentials of all ballots to the registered (legitimate) voters.Using the functional encryption scheme, we may consider a different scenario.

Motivation. Consider the polynomial as a function. In the context of the functional encryption scheme, while everyone can encrypt the polynomial, only the owner of the master secret key can generate the polynomial's token. Now, rather than the encryption of the polynomial, its secret token is stored on the voter device. This ensures that the polynomial evaluation is zero if and only if the ballot was cast by a legal (registered) voter with a high probability. As a result, this simplifies the protocol, particularly during the tally step.

Another motivation for using the IPE is that the voter's token generated by the election trustees is essential in the verification phase, both for individual and universal verifiability. It allows the voter to trace her ballot, and at the tally phase, it can be substituted with proof of the decryption procedure's correctness.

Cryptographic Primitives In this instantiation we have all the primitives listed in 7.5.2 except that we replace the public key cryptosystem with the inner product encryption scheme.

\footnotetext{
\({ }^{7}\) This instantiation is not included in our publication [98]
}

We consider the inner product encryption scheme described in section 4.6:
\[
\Pi^{\mid P}\left(k, 1^{\ell}\right)=\langle I P . S e t U p, I P . \text { TokGen, IP.Enc, IP.Dec }\rangle
\]
for vector space \(\mathbb{Z}_{p}^{k}\), where \(k-1=\mid\) ErrorList \(_{\text {pin }} \mid\) is the number of errors tolerated by the protocol. Further by \(\Pi^{G S}=\langle\) Prove, Verify \(\rangle\) we refer to a non-interactive witnessindistinguishable proof technique presented in [143].

Considering the notation form 4.6 the protocol is detailed as follows:
- Setup Phase. This procedure is conducted by the election authority and election trustees distributively in the following steps:
1. First run the setup algorithm of inner product encryption scheme, Algorithm 4.6, to generate (mskip \(\mathrm{mpk}_{\mathrm{IP}}\) ).
2. For \(i \in[k], b \in[2]\) generate random integers \(f_{i, b}^{\prime}, h_{i, b}^{\prime} \leftarrow \mathbb{Z}_{p}^{*}\) to obtain:
\[
F_{i, b}^{\prime}=f_{i, b}^{\prime}, H_{i, b}^{\prime}=h_{i, b}^{\prime}, i=1, \ldots, k, b=1,2
\]

These extra random numbers are needed to randomize the voter's token.
3. To prove the correct construction of \(\mathrm{MPK}_{\text {election }}\), we may use the verification algorithm for the IPE scheme described in 5.6.1. This proof should be published.
4. Output Key electionelection \(=\left(\right.\) MSK \(_{\text {election }}\), MPK \(\left._{\text {election }}\right)\) where:
\[
\begin{aligned}
& \text { MPK }_{\text {election }}=\left(\left(p, \mathbb{G}, \mathbb{G}_{T}, \mathbf{e}\right), \mathrm{mpk}_{\mathrm{IP}}, \mathrm{pk}_{\Pi},\left\{F_{i, b}^{\prime}, H_{i, b}^{\prime}\right\}_{i, b}\right), \\
& \text { MSK }_{\text {election }}=\left(\mathrm{msk}_{\mathrm{IP}}, \mathrm{sk}_{\Pi},\left\{f_{i, b}^{\prime}, h_{i, b}^{\prime}\right\}_{i, b}\right)
\end{aligned}
\]
respectively are the master public key and the master secret key of the election.
- Registration Phase: At the beginning of this phase an empty list of voters credential
VoterCredentialList is initiated. Then for voter \(\mathrm{v}_{\mathrm{id}}\) the registrar, does the following steps:
1. Generating the long credential: Same as Paillier instantiation.
2. Generating PIN, the short credential: Pick randomly a number \(a \stackrel{\$}{\leftrightarrows}\) PinSpace and declare it to the voter \(\mathrm{v}_{\mathrm{id}}\).
3. Compute the error list for \(a\) based on the election policy: A registrar based on the error-tolerance policy of the election obtain the set ErrorList \({ }_{a}\) as (7.1)and then set the polynomial as follows:
\[
\operatorname{poly}_{\hat{a}}=\prod_{i=1}^{k}\left(x-\operatorname{crd}-a_{i}\right)=\sum_{i=0}^{k} p_{i} x^{i} \Longrightarrow \operatorname{poly}_{a}=\left(p_{0}, \ldots, p_{k}\right)
\]
4. Run the encryption algorithm IP.Enc and encrypt the credential of the voter with respect to the polynomial vector poly \({ }_{a}=\left(p_{0}, \ldots, p_{k}\right)\) :
\[
\left.\operatorname{Enc}\left(\mathrm{MPK}_{\mathrm{IP}}, \text { poly }{ }_{a}, \mathrm{crd}\right)=\mathrm{CT}_{[\text {poly }}^{a} \text {, crd }\right]
\]
5. Run the token generation algorithm IP.TokGen and generate the token for the vector poly to obtain the following:
\[
\begin{aligned}
& \text { Tok }_{a}=\text { Tok }_{\text {poty }_{a}} \leftarrow \mathrm{IP} . \text { TokGen }\left(\mathrm{MSK}, \text { poly }_{a}\right) \\
& \operatorname{Tok}_{a}=\left(K_{A}, K_{B},\left\{K_{1, i}, K_{2, i}, K_{3, i} \cdot K_{4, i}\right\}\right)_{i \in[k]}, \\
& \text { partial. } \operatorname{Tok}_{a}\left\{K_{B}, K_{1, i}^{*}=K_{1, i}^{f_{1, i}^{\prime}}, K_{2, i}^{*}=K_{2, i}^{f_{2, i}^{\prime}}, K_{3, i}^{*}=K_{3, i}^{h_{1, i}^{\prime}}, K_{4, i}^{*}=K_{4, i}^{h_{2, i}^{\prime}}\right\}
\end{aligned}
\]
6. Send partial.Tok \({ }_{a}\), crd to the voter. We do not send all components of the token to the voter device because having the entire token enables the voter (and coercer) to retrieve PIN and the vote. This raises a serious issue if the coercer also has access to the voting account. Namely, the coercer can attempt several pins, encrypt some random inputs with respect to the pin. Then, by comparing the decryption's output to the encryption inputs, the coercer can easily identify which pins are valid and which are not.
7. Provide a proof \(\pi_{\text {poly }}\) for the following relation:
\[
\begin{aligned}
& \mathrm{R}_{\text {poly }}=\{ (x, w): \\
& x=\left(\mathrm{id}, a, \text { crd, ErrorList } a, \text { Tok }_{a}^{*}\right) \\
& w=\left(\left(f_{i, b}^{\prime}, h_{i, b}^{\prime}\right)_{i \in[k]},\left(\mathrm{r}_{i}\right)_{i \in[k]}\right): \\
&\left(K_{A}, K_{B},\left\{K_{1, i}, K_{2, i}, K_{3, i} . K_{4, i}\right\}\right)_{i \in[k]}=\mathrm{IP} . \text { TokGen(MSK } \\
&\left.\mathrm{IP}, \text { poly }_{a} ; \mathrm{r}_{i}\right) \\
& \wedge \\
& \text { partial.Tk }=\left\{K_{B}, K_{1, i}^{*}=K_{1, i}^{\left.f_{1, i}^{\prime}, K_{2, i}^{*}=K_{2, i}^{f_{2, i}^{\prime}}, K_{3, i}^{*}=K_{3, i}^{h_{1, i}^{\prime}}, K_{4, i}^{*}=K_{4, i}^{h_{2, i}^{\prime}}\right\}}\right. \\
&\}
\end{aligned}
\]

The above proof can be done using the algorithm 5.6.2 and \(\pi_{\text {poly }}\) is sent to the voter and verified by the voter.
8. Publish IP.Enc (MPK, poly \(\left.{ }_{a}, \mathrm{crd}\right)\) ) on the bulletin board. Note that here we encrypt the credential with respect to polynomial vector. This enables us to generate the token related to the pin for the voter, which can be considered her verification key.
- Casting Ballot: In this step, the voter \(v_{i d}\) indicates her choice by entering her pin \(\hat{a}\) on her device. Then the vsd encrypts the vote, the voter credential, with respect to the vector
\[
\begin{equation*}
\mathrm{C} \vec{R} \mathrm{D}_{\hat{a}}=\left(1,(\mathrm{crd}+\hat{a}), \ldots,(\mathrm{crd}+\hat{a})^{k}\right) \tag{7.20}
\end{equation*}
\]
under the master public of the election using random coins random \({ }_{j}\), resulting in the following ciphertexts:
\[
\begin{aligned}
C T_{\text {vote }} & =\operatorname{IP} . \operatorname{Enc}\left(\mathrm{mpk}_{\mathrm{IP}},\left(1,(\mathrm{crd}+\hat{a}), \ldots,(\mathrm{crd}+\hat{a})^{k}\right), \text { vote; random }\right), \\
C T_{\mathrm{crd}} & =\operatorname{IP} . \operatorname{Enc}\left(\mathrm{mpk}_{\mathrm{IP}},\left(1,(\mathrm{crd}+\hat{a}), \ldots,(\mathrm{crd}+\hat{a})^{k}\right), \mathrm{crd} ; \text { random }\right)
\end{aligned}
\]

It also re-encrypt Tok* as follows:
\[
\text { partial. } \text { Tok }_{\mathbf{p i n}}=\left(K_{B}^{\text {random }},\left\{K_{1, i}^{\text {random }}, K_{2, i}^{\text {random }}, K_{3, i}^{\text {random }} \cdot K_{4, i}^{\text {random }}\right\}\right)_{i \in[k]}
\]

Notice that the IPE scheme in 4.6 allows re-encrypting without knowing the plaintext.
In the next step, vsd provides a proof, \(\pi_{\text {ballot }}\), (also proof of knowledge) for the following relation:
\[
\begin{align*}
\mathrm{R}_{\text {ballot }}^{\mathrm{ip}}=\{ & (x, w): \\
& x=\left(\mathrm{CT}_{\text {vote }}[\mathrm{crd}+\hat{a}], C T_{\text {crd }}[\mathrm{crd}+\hat{a}], \text { re.Enc }\left(\text { Tok }^{*}\right)\right) \\
& w=(\operatorname{crd}, \hat{a}, \text { vote },\{\text { random }\}): \\
& \mathrm{CT}_{\text {vote }}=\operatorname{IP} . \operatorname{Enc}\left(M P K, C \vec{R} D_{\hat{a}}, \text { vote; random }\right) \\
& \mathrm{CT}_{\text {crd }}=\operatorname{IP} . \operatorname{Enc}\left(M P K, C \vec{R} D_{\hat{a}}, \text { crd; random }\right) \tag{f}
\end{align*}
\]

We can implement this proof by using the Groth-Sahai proof technique (See 3.10.3). The VSD submits ballot \({ }_{i d}\) as voter's ballot to the election server on an authenticated channel. ballot \(=\left(\mathrm{CT}_{\text {crd }}, \mathrm{CT}_{\text {vote }}, \mathrm{Tok}^{*}=\left(\mathrm{cp}_{1}^{*}, \ldots, \mathrm{cp}_{k}^{*}\right), \pi\right)\)
The Benaloh challenge is done the same as Paillier instantiation 7.6.

\section*{- Tally Phase:}
1. We remove exact ballot copies and all ballots with invalid proof and the signature In the first step.
2. Since each voter will be associated with possibly more than one ballot, we need to weed them. We make sure a valid ballot is chosen - if existing.
3. We run a mix-net to create a secret re-encryption shuffle of the remaining ballots.
4. In this step we have a list of ballots in the form of(see (7.20))
\[
\begin{gathered}
\left(\mathrm{CT}\left[\mathrm{CR} \mathrm{D}_{\hat{a}}, \mathrm{crd}\right], \mathrm{CT}\left[\mathrm{CR} \mathrm{D}_{\hat{a}}, \text { vote }\right], \text { partial. Tok }{ }_{\mathrm{a}}\right) \\
K_{A}=\prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} \cdot K_{4, i}^{-f_{2, i}} \cdot K_{5, i}^{-h_{1, i}} \cdot K_{6, i}^{-h_{2, i}}
\end{gathered}
\]

For each ballot compute the following:
\[
\operatorname{IP} . \operatorname{Dec}\left(\operatorname{Tok}_{\text {pin }}, \mathrm{CT}\left[C \vec{R} \mathrm{D}_{\hat{a}}, \mathrm{crd}\right]\right)=\mathbf{e}(g, h)^{\text {random } \cdot \text { poly }(\mathrm{crd}+\hat{a})} \cdot \mathbf{e}(g, g)^{\text {crd }} .
\]

And they remove all ballots with the same value except one.
5. Run another mix-net and anonymize the remaining ballots.
6. In this step we have a list of ballots in the form of (CT[vote, \(\hat{a}]\), Tok*); in this step, the election trustee compute the last component of the token for each
ballot, add the following component to each ballot:
\[
K_{A}=\prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} \cdot K_{4, i}^{-f_{2, i}} \cdot K_{5, i}^{-h_{1, i}} \cdot K_{6, i}^{-h_{2, i}}
\]
and decrypt all ballots. The output of the decryption algorithm will be a valid vote if the pin is valid; otherwise, it gives us a random string.

Correctness and Error Tolerance Property. The correctness of the protocol and its errortolerance property are the easy corollaries of the correctness of the inner product encryption scheme.

\subsection*{7.9 Security Analysis}

In this part, we conduct a security analysis on our scheme by providing the security model, stating the security criteria we wish to guarantee, and determining the security assumptions needed to support them.

Furthermore, we demonstrate that the presence of the underlying assumption guarantees that our protocol has the required feature. We here focus on the instantiations with Paillier encryption scheme.Following the definition 6.2.1, we formally describe our protocol by
\[
\Pi^{\mathrm{pin} J C J}=\left\langle n_{\mathrm{v}}, \text { Agent }, \Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle
\]
where,
- \(n_{\mathrm{v}}\) is the number of voters (and their voter supporting devices vsd),
- Agent is the set of participants including honest and dishonest voters, scheduler, \(\mathfrak{s}\), election trustees, \(\mathfrak{T}\), registrars, \(\mathfrak{R}\), judges, \(\mathfrak{J}\), the bulletin board, \(\mathfrak{B} \mathfrak{B}\). We consider the adversary and the coercer as part of the set Agent.
- cList denotes the set of choices or the list of candidates.
- \(\Gamma^{\mathrm{elc}}\) denotes a probability distribution on the set of vote choices.
- \(\Pi^{h}\) is the set of algorithms that are defined by the protocol description.
- \(f_{\text {res }}\) is the result function.

\subsection*{7.9.1 Security Model}

Our protocol aims to preserve the JCJ-based protocol's security model. Specifically, we assume the trust assumptions made in [207].
1. The adversary is computationally bounded.
2. In case of using the threshold cryptosystem, we require that the majority of the election trustee and also the majority of the registrarsare trustworthy. Namely, the adversary cannot corrupt a threshold set of election trustee. By using single party, we assume the election trustee and the registrar are honest.
3. At least one mix server is honest.
4. There is a point in the voting phase, where the adversary cannot control the voter.
5. Voter's vsd does not leak the voter's private credentials to the adversary.
6. The adversary cannot control the voter's computer or voter's device. However, considering the Benaloh challenges in the protocol, this assumption will reduce: The adversary cannot simultaneously control the voting and the verification environment[206].
7. The channel to the ballot boxes is anonymous.

In this section, we formally establish the level of verifiability, privacy, and coercion resistance our protocol provides. We demonstrate that PIN-JCJ is more resistant to coercion than the original JCJ protocol and smart-card based JCJ. We use the general notion of E2Everifiability described in 6.3 .1 for verifiability analysis and the bPRIV notion of security proposed in [46], presented in Section 6.4.1 for privacy analysis.

\subsection*{7.9.2 Privacy Proof}

Now we analyze the privacy of the PIN-JCJ protocol, instantiated with Paillier cryptosystem, sigma protocol, \(\pi^{\sigma}\), and multiparty computation protocol, MPC min .

To this end, we adapt the definition, notion, and notation presented in section 6.4 based on the paper [46]. In this paper, the authors propose a new game-based definition of privacy called bPRIV. Additionally, they identify new properties, strong consistency(see Section 6.4.3 above), and strong correctness (see Section 6.4.3 above). In this section we first prove our protocol satisfies all three properties and then based on theorem in [46] we conclude the simulation privacy of our protocol.

It is worth noting that the one reason we use this setting to establish our protocol's privacy level is that our protocol heavily relies on the re-voting policy, and we need to demonstrate that this re-voting policy has no effect on the ballot's privacy.
Assumptions: To prove the bPRIV-privacy of PIN-JCJ, we make the following assumptions about the cryptographic primitives we use: (see also Section 7.6)
A. 1 In this case the underlying public key encryption scheme, Paillier cryptosystem (BGN and IPE in other instantiations), is IND-CPA-secure. Considering the theorem 2.7.2, this assumption will reduce to the hardness of residue problem. 3
A. 2 The signature scheme is EUF-CMA-secure (See Definition 15).
A. 3 The multi-party computation protocol, \(\mathrm{MPC}_{\text {min }}\), realizes an ideal functionality. This essentially means that it takes a vector of ciphertexts and returns the ciphertext related to the plaintext with the minimum value without any leak.
A. 4 All the proofs, \(\pi_{\mathrm{Kgen}}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}\) and \(\pi_{\mathrm{Enc}}\) are Zero-Knowledge simulation sound extractable with respect to expected polynomial-time adversaries.
A. 5 The scheduler \(\mathfrak{s}\), the bulletin board, \(\mathfrak{B} \mathfrak{B}\), the majority of election trustees (in a distributed setting) and all registrars ( \(r \in \mathfrak{R}\) ) are honest. In the following we assume \(\left\lceil\frac{n_{\mathrm{t}}}{2}\right\rceil<t\) and \(\mathrm{a}_{i_{j}} \in \mathfrak{T}\) which the set of election trustees contains \(n_{\mathrm{t}}\) trusted parties involved in generating the secret key of the election(distributively). Following from definition (6.1) we formulate the above assumption in:
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge\left[\bigvee_{\substack{i_{1} \lll i_{t} \\ i_{j} \in\left[n_{t}\right]}}\left(\operatorname{hon}\left(\mathrm{a}_{i_{1}}\right) \wedge \ldots \wedge \operatorname{hon}\left(\mathrm{a}_{i_{t}}\right)\right)\right] \wedge\left[\bigwedge_{\mathrm{r} \in \mathfrak{R}}(\operatorname{hon}(\mathrm{r}))\right] \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B})
\]

To avoid future heavy notation, we presume a single party, resulting in the following formula:
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge \operatorname{hon}(\mathfrak{T}) \wedge \operatorname{hon}(\mathfrak{R}) \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B})
\]

The bPRIV definition is only considers a single authority holding the secret key for simplicity and we will follow this approach here. Note that this is especially simplifying for the \(\mathrm{MPC}_{\text {min }}\) protocol, where we simply assume that the election authority decrypts privately to find the minimal plaintext value and provides a Zero-Knowledge proof of correctness for public validation.
A. 6 The polynomial evaluation process is correct regarding the error-list. Namely, the zero set of polynomial only contains the error list described in the election policy document except with negligible probability.

Theorem 7.9.1. Considering the assumption [A.1-5], \(\Pi^{\mathrm{pin} J C J}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle\) has bPRIV property (See 44) in the presence of any PPT adversary.

Here we present a proof sketch of the above theorem and we are not going through the details.

\section*{Proof sketch. \({ }^{8}\)}

In order to prove the theorem, namely to prove that any PPT adversary \(\mathcal{A}\) distinguishes the two experiments (See 6.1), \(\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{bPriv}}\left(1^{\ell}\right)[\beta]\) for \(\beta=0,1\) with negligible probability, we define a sequence of games:
\[
\operatorname{Exp}_{\mathcal{A}}^{\mathrm{bPRIV}}\left(1^{\ell}\right)[\beta=0]=\operatorname{Game}_{0}, \operatorname{Game}_{0}^{*}, \operatorname{Game}_{1}^{*}, \ldots, \operatorname{Game}_{n}^{*}=\operatorname{Game}_{1}=\operatorname{Exp}_{\mathcal{A}}^{\mathrm{bPRIV}}\left(1^{\ell}\right)[\beta=1] .
\]

We start with \(\mathrm{Game}_{0}\) in which the adversary interacting with the \(\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{bPRIV}}\left(1^{\ell}\right)[\beta=0]\) and end up with the adversary interacting with the \(\left.\operatorname{Exp}_{\mathcal{A}}{ }^{\text {bRRIV }}{ }_{(1}{ }^{\ell}\right)[\beta=1]\) in game Game \({ }_{1}\). Every two consecutive games can only be distinguished by the PPT adversary with negligible probability. As a result, we will obtain a bound on the bPRIV distinguishing advantage of any adversary by a negligible quantity in term of the security parameter, effectively showing that PIN-JCJ has the bPRIV property.

Before starting the sequence of games, we establish our notations. At any point, since the visible bulletin board is built through a succession of queries (OvoteLR(id, vote \({ }_{0}\), vote \({ }_{1}\) ) and Ocast(id, ballot) queries), our bPRIV reduction can associate with any entry (id \({ }_{i}\), ballot \(_{i}\) ) in the visible bulletin board, a tuple (id \({ }_{i}\), ballot \({ }_{i}^{0}\), ballot \(_{i}^{1}\), vote \(_{i}^{0}\), vote \(_{i}^{1}\) ) where:
\[
\operatorname{ballot}_{i}^{0}\left[\operatorname{vote}_{i}^{0}\right], \text { ballot }_{i}^{1}\left[\operatorname{vote}_{i}^{1}\right]
\]
are the ballots seen by the adversary when \(\beta=0,1\) respectively. Further, vote \({ }_{i}^{0}\) and vote \({ }_{i}^{1}\) are the votes contained in the corresponding ballots. Typically, if the \(i\)-th entry in the bulletin board has been built through a successful Ocast(id, ballot) query, then ballot \({ }_{i}^{0}=\operatorname{ballot}_{i}^{1}\) and vote \(_{i}^{0}=\) vote \(_{i}^{1}\). If ( \(\mathrm{id}_{i}\), ballot \(\left._{i}\right)\) is the \(i\)-th entry in the visible board, then ballot \(_{i}^{\beta}=\) ballot \(_{i}\). We also let \(\mathfrak{B} \mathfrak{B}_{0}^{i}\) present the contents of the bulletin board \(\mathfrak{B} \mathfrak{B}_{0}\) at Game* \({ }_{i}^{*}\).

We also remind that we use the Paillier encryption scheme, and Sigma-protocol with perfectly hiding property in our first instantiation, which allows us to fake a proof with the help of the simulator and its trapdoor.

\footnotetext{
\({ }^{8}\) Our proof for bPRIV property is inspired by the privacy proof of Helios e-voting protocol demonstrated in [46]
}

Game \(_{0}\) is the bPRIV game corresponding to \(\operatorname{Exp}_{\mathcal{A}}{ }^{\text {bPRIV }}\left(1^{\ell}\right)[\beta=0]\). In this game, the adversary sees the ballot box \(\mathfrak{B} \mathfrak{B}_{0}\) with the real result and real auxiliary data.

Game \({ }_{0}^{*}\) is the game obtained by introducing the following change in \(\mathrm{Game}_{0}\). In the latter game, the adversary expects to see the output (res, \(\left.\pi_{\text {res }}\right) \leftarrow \operatorname{tally}\left(\mathfrak{B}_{\mathfrak{B}_{0}}, \mathrm{sk}\right)\). The change consists on simulating the tallying proof (res, \(\Pi^{*}\) ) \(\leftarrow \operatorname{SimTally}(\).\() by pro-\) gramming the Random Oracle. Thanks to the Zero-Knowledge property of the Sigma-protocol, the distinguishing probability of the bPRIV adversary in Game \({ }_{0}\) negligibly is close to that in Game* \({ }_{0}^{*}\). From now on, the tallying proof is always simulated. This proof contains several proofs, such as all decryption proofs and the proofs in the PETsand each change should, in principle, be a hybrid, but we suppress this for simplicity.
For \(i=1, \ldots, n\) where \(n\) is the number of entries in the bulletin board \(\mathfrak{B} \mathfrak{B}_{0}\). we define games Game* by changing contents of \(\mathfrak{B} \mathfrak{B}_{0}\) from Game \({ }_{i-1}^{1}\) to Game \({ }_{i}^{1}\).
Game* is obtained from Game \({ }_{i-1}^{1}\) by taking one of two possible actions, depending on the contents of the tuple (id \({ }_{i}\), ballot \(_{i}^{0}\), ballot \(_{i}^{1}\), vote \(_{i}^{0}\), vote \(_{i}^{1}\) ) that the security reduction keeps internally:
1. If ballot \({ }_{i}^{0}=\) ballot \(_{i}^{1}\) do nothing.
2. If ballot \({ }_{i}^{0} \neq\) ballot \(_{i}^{1}\); replace \(i\)-th entry \(\left(\right.\) id \(_{i}\), ballot \({ }_{i}^{0}\) ) in \(\mathfrak{B B}_{0}\) with ( \(\mathrm{id}_{i}\), ballot \({ }_{i}^{1}\) ).
3. Uses the random oracle \(\mathbb{H}\) programming to simulate the tally proof. The result function that is used for bPRIV in the case of our schemes is simply outputting all plaintext votes in randomized order.

Game \(_{1}\) is defined the same as Game \({ }_{n}^{*}\), which in fact is the experiment \(\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{bPRIV}}\left(1^{\ell}\right)[\beta=1]\).

Lemma 1. Assuming the Zero-Knowledge property of the underlying Zero-Knowledge proof system (sigma protocol in our protocol), \(\mathrm{Game}_{0}\) and \(\mathrm{Game}_{0}^{*}\) are computationally indistinguishable for any PPT adversary.

Proof. This fact follows from the Zero-Knowledge property of the NIZKP-proof system because any PPT adversary who can distinguish these two games with a non-negligible advantage, can be used to violate the Zero-Knowledge property of the proof system with non-negligible probability.

Lemma 2. Assuming the proof of knowledge and Zero-Knowledge property of the underlying Zero-Knowledge proof system, and IND-CPA property of the public-key encryption scheme \(\mathrm{Game}_{i}^{*}\) and \(\mathrm{Game}_{i+1}^{*}\) are computationally indistinguishable from the PPT adversary view, for \(i=1, \ldots, n\).

Proof. We assume there exists a PPT adversary \(\mathcal{A}\) who can distinguish these two games with non-negligible probability:
\[
\operatorname{Adv}[\mathcal{A}(\ell)]=\left|\operatorname{Pr}\left[\mathcal{A}(.) \rightleftharpoons_{\operatorname{Exp}_{\mathcal{A}}}{ }^{\mathrm{bPRIV}}{ }_{\left(1^{\ell}\right)[0]} \mapsto 0\right]-\operatorname{Pr}\left[\mathcal{A}(.) \rightleftharpoons_{\operatorname{Exp}_{\mathcal{A}}}{ }^{\mathrm{bPRIV}}{ }_{\left(1^{\ell}\right)}[1] \mapsto 1\right]\right|
\]

Then we use this adversary to describe a simulator \(\mathcal{A}^{*}\), which uses \(\mathcal{A}\) as its subroutine to break the non-malleability property of a non-malleable cryptosystem. Based on this contradiction, we conclude that the advantage of \(\mathcal{A}\) should be negligible.

Following [43], a cryptosystem includes an IND-CPA secure encryption scheme and a Zero-Knowledge proof of knowledge system for the encryption relation is non-malleable CPA-secure. \({ }^{9}\) As a result assuming A.4(See 7.9.2), we consider our cryptosystem a nonmalleable cryptosystem.
\(\mathcal{A}\) take a challenge ciphertext ct from the NM-CPA and incorporate it into the bPRIV hybrid as ciphertext \(\mathrm{ct}_{i}\). Notice that the \(\mathcal{A}\) cannot get information from polynomial evaluation since we randomized it. Now \(\mathcal{A}\) submit all ballot id \(_{j}\) except ballot id \(_{i}\) to NMCPA for decryption oracle (cannot be equal to ciphertext), and it uses that for output of decryption. Then it simulates proofs.Now, if the adversary \(\mathcal{A}\) has a non-negligible advantage in \(\operatorname{Exp}_{\mathcal{A}}^{\mathrm{bPRIV}}\left(1^{\ell}\right)\), then \(\mathcal{A}^{*}\) also has a non-negligible advantage in \(\operatorname{Exp}_{\mathcal{A}}^{\text {non-mall }}\left(1^{\ell}\right)\) and based on our assumption, we conclude that \(\operatorname{Adv}\left(\operatorname{Exp}_{\mathcal{A}}{ }^{\mathrm{PPRIV}}\left({ }_{1}{ }^{\ell}\right)\right)\) should be negligible.

Now assuming there exists a PPT adversary \(\mathcal{A}\) that distinguishes Game \({ }_{i}^{*}\) and Game \({ }_{i+1}^{*}\) with non-negligible advantage, then we will have an adversary \(\mathcal{A}^{*}\) whose advantage in experiment 2.5 is non-negligible.

To summarize the above arguments, we assume that the adversary \(\mathcal{A}^{*}\), interacts with the challenger \(\mathcal{C}^{\text {non-mal }}\) in experiment \(\left.\operatorname{Exp}_{\mathcal{A}}^{\text {non-mall }}{ }^{\ell}{ }^{\ell}\right) 2.5\). On the other side, \(\mathcal{A}^{*}\) is interacting with \(\mathcal{A}\) as a challenger in the bPRIV experiment 6.1, shown in figure 7.1. Put simply, adversary \(\mathcal{A}^{*}\) set up an election using the public key from \(\mathcal{C}^{\text {nm-ma. }}\)

\subsection*{7.9.3 Strong Consistency Property}

Following definition 45 to argue that PIN-JCJ protocol achieves strong consistency, we need to prove the following probability in the \(\operatorname{Exp}_{\mathcal{A}}^{\text {sCon }}\left(1^{\ell}\right) 6.2\) is negligible with respect to the required algorithms Extract, ValidInd and the re-vote function \(\rho\) :
\[
\operatorname{Pr}\left[\operatorname{res} \neq f_{\mathrm{res}}\left(\rho \left(\left\{{\left.\left.\left.\left.\left.\operatorname{Extract}\left(\mathrm{id}_{i}, \operatorname{ballot}_{i}\right)\right\}_{i \in[n]}\right)\right) \mid \operatorname{Exp}_{\mathcal{A}}^{\mathrm{sCon}}\left(1^{\ell}\right)\right]<\operatorname{neg}(\ell),{ }_{(\ell)}\right)}\right.\right.\right.\right.
\]

For the Paillier instantiation of PIN-JCJ protocol, these required algorithms and functionality are detailed as follows:
Extract Algorithm. Recall that in PIN-JCJ protocol the ballot has the form (7.12):
\[
\text { ballot }[\mathrm{crd}, \hat{a}, \text { vote }]=\left(\mathrm{ct}[\mathrm{crd}], \mathrm{ct}[\text { vote }], \mathrm{ct}[\mathrm{crd}, \hat{a}]=\left(\mathrm{cp}_{1}^{*}, \ldots, \mathrm{cp}_{k}^{*}\right), \pi_{\mathrm{ballot}}\right) .
\]

The Extract algorithm has these steps:
1. check the proof \(\pi_{\text {ballot }}\) and returns \(\perp\) if Verify (ballot) \(\mapsto\) reject,
2. using the election's secret key, \(\mathrm{SK}_{\text {election }}\) it runs the decryption algorithm to get the polynomial evaluation poly \(\mathbf{p i n}(\hat{a}, \mathrm{crd})\),
3. if the polynomial evaluation is not equal to zero, it outputs \(\perp\),
4. execute the decryption algorithm
\[
\operatorname{Dec}\left(\mathrm{MSK}, \mathrm{ct}[\text { vote] }) \mapsto \mathrm{vote}^{*}, \operatorname{Dec}(\mathrm{MSK}, \mathrm{ct}[\mathrm{crd}]) \mapsto \mathrm{crd}\right.
\]
and returns (crd, vote*).

\footnotetext{
\({ }^{9}\) In [43], they consider the Sigma-Protocol with a strong form of the Fiat-Shamir transformation which is ZeroKnowledge and simulation sound extractable with respect to expected polynomial-time adversaries.
}

Figure 7.1: This figure depicts the non-malleable experiment where adversary \(\mathcal{A}^{*}\) acts as the bPRIV challenger, \(\mathcal{C}^{\text {bPRIV }}\), versus adversary \(\mathcal{A}^{\text {bPRIV }}\). In fact, \(\mathcal{A}^{*}\) take advantage of the \(\mathcal{A}^{\text {bPRIV }}\) ability to win the non-malleable game while interacting with challenger \(\mathcal{C}^{\text {non-mall }}\).


Individual Validation Algorithm. Validlnd(ballot) checks the validity of the ballot by running the verification algorithms, which takes as input all Zero-Knowledge proof systems generated in the casting phase. The ballot is considered valid if all proofs are accepted and if any proof fails, returns \(\perp\).

To specify the re-vote policy, recall that we employ a multi-party computing protocol in Paillier instantiation of the PIN-JCJ protocol to choose the ballot with the minimum polynomial evaluation value from all ballots submitted by a single voter with identifier id. If the minimal value appears in more than one ciphertext, \(\mathrm{MPC}_{\text {min }}\) picks a random one. This results in the following re-vote policy:
re-Vote Policy: If the voter \(v_{i d}\) casts several ballots using a valid credential (all of which result in a polynomial evaluation of zero), the tally phase considers a random valid ballot.

Now assume a voter with an identification id casts \(q\) valid ballots:
\[
\text { ballot }_{1}=\left[\operatorname{vote}_{1}\right], \ldots, \text { ballot }_{q}=\left[\text { vote }_{q}\right]
\]

We show her submitted votes by the set
\[
\text { voteList }_{\mathrm{id}}=\left\{\text { vote }_{1}^{\mathrm{id}}, \ldots, \text { vote }_{q}^{\mathrm{id}}\right\}
\]

According to the above re-vote policy, we formally define the correctness of the tally results in the following definition.

Definition 48. In e-voting protocol, \(\Pi^{\mathrm{pinJCJ}}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\text {res }}\right\rangle\), if the following holds true, we say that the tally result is valid with respect to the tally function \(f_{\text {res }}\) if there exist \(j_{1}, \ldots, j_{n_{v}}\) such that:
\[
\operatorname{res}=f_{\text {res }}\left(\operatorname{vote}_{i d_{1}, j_{1}}, \ldots, \text { vote }_{i d_{n_{v}}, j_{n_{v}}}\right): \forall i=1, \ldots, n_{\mathrm{v}}: \operatorname{vote}_{i d_{i}, j_{i}} \in \operatorname{voteList}_{i d_{i}}
\]

Strong Consistency Assumptions We consider the following assumptions to prove the strong consistency of PIN-JCJ protocol:
A. 1 The underlying public-key encryption scheme, Paillier cryptosystem in this case (BGN and IPE in other instantiations) is correct.
A. 2 The signature scheme \(\mathfrak{s}\) is EUF-CMA-secure 15.
A. 3 The polynomial evaluation process is correct with respect to the error-list. Namely, the zero set of polynomial only contains the error-list, described in the election policy document.
A. 4 The MPC protocol, which determines the validity of the polynomial evaluation, is correct. \({ }^{10}\)
A. \(5 \pi_{\mathrm{Kgen}}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}, \pi_{\text {Dec }}^{\perp}\) are sound systems and \(\pi_{\text {Enc }}\) are a NIZKPoK.
A. 6 The scheduler \(\mathfrak{t}\), the bulletin board \(\mathfrak{B B}\) are honest, the election trustee and all the registrars are honest. \({ }^{11}\)
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge \operatorname{hon}(\mathfrak{T}) \wedge \operatorname{hon}(\mathfrak{R}) \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B})
\]

\footnotetext{
\({ }^{10}\) This assumption particularity is needed for the Paillier instantiation. For other instantiation we only need the correctness of the public key cryptosystem.
\({ }^{11}\) Simplified version: Assuming the single party setting rather than the distributed setting.
}

Theorem 7.9.2. Under the assumptions stated above, [A.1-6] (See 7.9.3) and the two algorithms Extract and ValidInd, the protocol \(\Pi^{\mathrm{pinJCJ}}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle\) is strongly consistent.

Proof. The first condition of strong consistency is that honestly created ballots are correctly extracted, which is concluded by the correctness property of the building blocks: correctness property of the public-key cryptosystem [A.1], completeness of the ZeroKnowledge proof system for the relation \(\pi_{\text {ballot }}[\mathbf{A . 5}]\) and the correctness of the polynomial evaluation [A.3]. Therefore the first and the second condition of definition 45 are met in our protocol.

The third condition says that no adversary can produce a ballot box on which the tally algorithm succeeds but the result is incorrect according to definition 48. But first let us review the tally phase of our protocol.

Assume the ballot box (in our protocol the bulletin board) contains \(q\) valid ballots all from a single voter (for simplicity we put id \(=1\) )
\[
\text { ballot }_{1}=\left[\operatorname{vote}_{1}, \operatorname{crd}_{1}, \hat{a}_{1}\right], \ldots, \text { ballot }_{q}=\left[\operatorname{vote}_{1}, \operatorname{crd}_{1}, \hat{a}_{q}\right] .
\]

In the tally phase we have the following steps; first we obtain the ciphertext with minimum value of poly \({ }_{a}(\hat{a}+c r d)\) by running the \(\mathrm{MPC}_{\text {min }}\) protocol for each voter. We keep this ballot and remove all the other ballots for voter \(v_{i d}\). Since poly \(y_{i d, a}\) has the range in non-negative integers if there is any ballot with valid credential and PIN, the output of \(\mathrm{MPC}_{\text {min }}\) will be a valid ballot.

Then we anonymize the remaining ballots, and at the end we decrypt both CT[poly \(\mathrm{a}_{\mathrm{a}}(\mathrm{crd}+\hat{\mathrm{a}})\) ] and \(C T_{\text {vote }}\) and accept all the vote with poly \({ }_{a}(\hat{a}+\mathrm{crd})=0\) and discard others.

As a consequence, in our protocol, the tally result is incorrect if one of the following failures occurs:
1. A ballot with an invalid credential plus pin is considered valid. This would only happen if one of the two events happen:
(a) The polynomial evaluation yielded a zero rather than a non-zero number,
(b) The \(\mathrm{MPC}_{\text {min }}\) protocol output a ciphertext that does not contain the minimum value.

Due to the assumptions [A.1,2], both of the above events happen with negligible probability.
2. A ballot with a valid long credential and valid PIN is removed from the bulletin board. This may happen if the weeding step in the tally phase fails, which can happen in two ways:
(a) The polynomial evaluation wrongly outputs a non-zero value instead of zero, which does not occur due to the correctness of the polynomial evaluation and the correctness of the decryption algorithm.
(b) The ballot was eliminated because it was deemed a duplicate ballot cast by an adversary (not the voter) using the same credential and valid pin. This situation similarly has a negligible probability since the only potential scenario is an adversary successfully guessing the voter credential.

As a result of the above argument plus considering the soundness of the mix-nets leads to the theorem 7.9.2 with respect to assumptions [A.1-6] (See 7.9.3).

\subsection*{7.9.4 Strong Correctness Property}

Recall the validation algorithm ValidInd (See 45) that takes as input the public key of the election pk, a ballot ballot, and outputs accept or reject. The definition of strong correctness (See 6.4.3) to show that our protocol achieves the strong correctness property, we need to prove that no polynomial adversary can generate a bulletin board \(\mathfrak{B} \mathfrak{B}^{\mathcal{A}}\), such that a fresh honestly created ballot for an honest voter who has not voted previously is rejected.

We emphasize two points:
i. Because the PIN-JCJ protocol allows for re-voting, a valid ballot cast by the voter will be accepted even if the adversary casts the ballot in advance on the voter's behalf. However, it should be noted that this may not be true for all protocols, such as the DeVoS protocol presented in 8 and extended Helios presented in [180], because in these protocols, the fresh vote is dependent on the previously submitted ballot. As a result, an adversary may cast a vote that invalidates the subsequent one.
ii. There is a possibility that the adversary casts a valid ballot on the voter's behalf, which will result in the removal of the original honest ballot as a duplicate of the adversary ballot during the tally phase. We prove that the probability of this event occurring for an adversary without knowing the voter credential is negligible due to the following assumptions.

Strong Correctness Assumptions: To prove the strong correct property of PIN-JCJ, we make the following assumptions about the primitives we use (See 7.6 and 7.9):
A. 1 The underlying public key encryption scheme, Paillier cryptosystem in this case (BGN and IPEin other instantiations), are IND-CPA-secure.
A. 2 The signature scheme is EUF-CMA-secure.
A. 3 The \(\mathrm{MPC}_{\text {min }}\) protocol is correct.
A. 4 All the proofs, \(\pi_{\text {Kgen }}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}\) and \(\pi_{\text {Enc }}\) are Zero-Knowledge proof system.
A. 5 The scheduler \(\mathfrak{s}\), the bulletin board \(\mathfrak{B B}\) are honest, the election trustee and all the registrars are honest.
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge \operatorname{hon}(\mathfrak{T}) \wedge \operatorname{hon}(\mathfrak{R}) \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B})
\]
A. 6 The polynomial evaluation process is correct respect to the error-list. Namely, the zero set of polynomial only contains the error list, described in the election policy document.

As a result of the preceding argument leads to the theorem 7.9 .3 with respect to above assumptions, A[1-6]:

Theorem 7.9.3. Under the assumptions stated above, A.1-6 the protocol \(\Pi^{\mathrm{pin}-\mathrm{JCJ}}\) described by the tuple \(\left\langle n_{\mathrm{v}}\right.\), Agent \(\left., \Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle\) is strongly correct in the presence of a computational-bounded adversary.

\subsection*{7.9.5 Verifiability}

In this section, we formally evaluate the PIN-JCJ protocol's verifiability. To this end we use the general KTV computational model and adapt the verifiability definition with the goal \(\gamma(\varphi)\) proposed in [85].

Our primary reason for choosing this model for the verification analysis, apart from its expressiveness that it is particularly suitable for JCJ analysis, as there are no explicit assumptions regarding the result function and re-voting policy. Additionally, it is applicable to \(\mathrm{MPC}_{\text {min }}\) protocols.

In our model judge, \(\mathfrak{J}\), an honest agent, is in charge of the verification procedure, and he executes the honest program \(\hat{\pi}_{\mathfrak{J}}\) whenever triggered by the scheduler \(\mathfrak{s}\). At the end of the verification procedure, \(\mathfrak{J}\) outputs accept or reject through his own channel.

In a nutshell, in a PIN-JCJ protocol run, judge \(\mathfrak{J}\) takes as input only public information (e.g., the Zero-Knowledge proofs in PIN-JCJ published on the bulletin board) and then performs certain checks. If all checks succeed, the judge accepts the protocol run, or otherwise rejects it. Precisely judge \(\mathfrak{J}\) conduct the program \(\hat{\pi}_{\mathfrak{J}}\) as defined in Figure 7.2.

Verifiability Assumption. We prove the verifiability property for PIN-JCJ for the goal \(\gamma(k, \varphi)\) as defined in 42 and under the following assumptions:
A. 1 The underlying public-key cryptosystem (such as BGN, Paillier or IPE) is correct.
A. 2 The probability that an adversary retrieves (such as blindly guessing or stealing the voter credential) the voter's PIN and long credential (crd) is negligible because
 \(\operatorname{Pr}_{\text {pin }}\) and \(\operatorname{Pr}_{\text {crd }}\) represent the probability that an adversary get the voter's PIN and long credential (crd), respectively. It it worth mentioning that, the two credentials, long credential (crd) and PIN, are chosen randomly and independently in the registration phase. Hence the probability of recovering both of them, namely the full credential, is:
\[
\operatorname{Pr}_{\text {full.crd }}=\operatorname{Pr}_{\text {pin }} \times \operatorname{Pr}_{\text {crd }} .
\]
A. 3 The polynomial evaluation process is correct respect to the error-list. Namely, the zero set of polynomial only contains the error list, described in the election policy document.
A. 4 The MPC protocol MPC \(_{\text {min }}\) is \((\gamma(0, \varphi), 0)\)-verifiable, meaning that if the output of \(\mathrm{MPC}_{\text {min }}\) does not correspond to its input, then this can always be detected publicly.
A. \(5 \pi_{\text {Kgen }}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}\) are NIZK systems and \(\pi_{\text {Enc }}\) is a NIZK Proof of Knowledge.
A. 6 The scheduler \(\mathfrak{s}\), the bulletin board \(\mathfrak{B} \mathfrak{B}\), and the judge \(\mathfrak{J}\) are honest:
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B}) \wedge \operatorname{hon}(\mathfrak{J}) \wedge \operatorname{hon}\left(\mathrm{MPC}_{\text {min }}\right) .
\]

Additional Note. For verifiability to hold, a minority of election trustee, the mix server \(\mathfrak{m i x .} . \mathfrak{s}\), as well as an arbitrary number of voters may be controlled by the adversary. In particular, we do not need to introduce any additional trust assumption compared to basic secure e-voting protocols (without coercion-resistance), such as JCJ [83].

According to [182], a goal \(\gamma\) is verifiable by the judge, \(\mathfrak{J}\), in a protocol's run if and only if \(\mathfrak{J}\) accepts a run \(r\) of PIN-JCJ in which the goal \(\gamma\) is violated (i.e., \(r \notin \gamma\) ) with at most negligible probability (in the security parameter). To formally capture this notion by
\[
\operatorname{Pr}\left[\left(\hat{\pi}_{\mathrm{P}} \| \pi_{\mathcal{A}}\right)^{(\ell)} \mapsto \neg \gamma,(\mathfrak{J}: \text { accept })\right]
\]
we denote the probability that a run of the protocol along with an adversary \(\pi_{\mathcal{A}}\) (and a security parameter \(\ell\) ) produces a run that is not in \(\gamma\) but in which \(\mathfrak{J}\) (nevertheless) returns accept.

This probability should be negligible in terms of the security parameter. Hence intuitively, to prove the verifiability we need to demonstrate that the probability that in a run of PIN-JCJ more than \(k\) votes of honest voters have been manipulated but the judge \(\mathfrak{J}\) nevertheless accepts the run is bounded:

Theorem 7.9.4 (Verifiability). Under the assumptions [A.1-6] stated above, the goal \(\gamma(\varphi)\) is verifiable in the protocol \(\Pi^{\text {pinJ } \mathrm{CJ}}=\left\langle n_{\mathrm{v}}\right.\), Agent, \(\left.\Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle\) by the judge \(\mathfrak{J}\) which run the honest program \(\hat{\pi}_{\mathfrak{J}}\) as described in Figure 7.2.

Proof. Assume that assumptions [A.1-6], as specified above hold true. Then to prove Theorem 7.9.4, we need to show the following implication.

If the judge \(\mathfrak{J}\) outputs accept in a given protocol's run of PIN-JCJ (in which A.[1-6] are satisfied), then there exist (valid) dishonest choices \(\left(c_{i}\right)_{i \in I_{d}}\) such that the election result equals \(f_{\mathrm{res}}\left(\mathrm{c}_{\sigma(i)}\right)_{i \in I_{h} \cup I_{d}}\), where \(\left(\mathrm{c}_{i}\right)_{i \in I_{h}}\) are the honest voters' choices and \(\sigma\) is some permutation. This means that, due to the specification of \(\mathfrak{J}\) Figure 7.2, each NIZKP published on \(\mathfrak{B B}\) is valid.

Let \(\mathrm{v}_{\text {id }}\) be an arbitrary honest voter who submitted \(q\) valid ballots, each containing voter choice vote \({ }_{\mathrm{id}, i}\) :
\[
\begin{align*}
\text { ballotList }_{\mathrm{id}} & :=\left\{\text { ballot }_{\mathrm{id}, 1}\left[\text { vote }_{1}\right], \ldots, \text { ballot }_{\mathrm{id}, q}\left[\text { vote }_{q}\right]\right\}  \tag{7.21}\\
\text { voteList }_{\mathrm{id}} & :=\left\{\text { vote }_{\text {id }, 1}, \ldots, \text { voteid } q\right\} .
\end{align*}
\]

Since \(\mathfrak{J} \mapsto\) accept and according to the completeness property of the \(\pi_{\text {ballot }}(7.11)\), all the ballots ballot \({ }_{i d, j}\) would pass the first verification step. We highlight that with overwhelming probability all valid ballots in ballotList \({ }_{\text {id }}(7.21)\) are cast by the voter. Because the adversary can submit a ballot on behalf of the voter \(v_{i d}\), but due to the assumption A.2, the ballot would be valid with a negligible probability.

In the next step, all these ballots go through the multi-party computation algorithm, \(\mathrm{MPC}_{\text {min }}\). Because of step 6 , in figure 7.2 , and the soundness property of the \(\pi_{\mathrm{MPC}}\), the output of the \(\mathrm{MPC}_{\text {min }}\) would be some index \(t\) such that:
\[
\begin{equation*}
\forall k=1, \ldots, q: 0 \leq \operatorname{poly}_{\mathrm{id}, a}\left(\hat{a}_{m}, \mathrm{crd}\right) \leq \operatorname{poly}_{\mathrm{id}, a}\left(\hat{a}_{k}, \mathrm{crd}\right) \tag{7.22}
\end{equation*}
\]
and since the honest voter cast at least one valid ballot (there exist some index \(j\) such that:
\[
\exists j \in[q]: \operatorname{poly}_{\mathrm{id}, a}\left(\hat{a}_{j}, \mathrm{crd}\right)=0
\]

The above inequality (7.22) implies that poly \({ }_{\mathrm{id}, a}\left(\hat{a}_{m}, \mathrm{crd}\right)=0\). We now show that ballot \({ }_{\mathrm{id}, m}\left[\mathrm{vote}_{\mathrm{id}, m}\right]\) is counted in the tally phase with overwhelming probability.

In the next step, the tabulation teller, randomize the polynomial evaluation and then applies the mix-net to the list \(\mathbf{L}_{1}\) and obtain \(\mathbf{L}_{2}\) :
\[
\begin{align*}
& \mathbf{L}_{1}=\left[\left(\operatorname{ct}_{\mathrm{id}}=\operatorname{ct}\left[\text { poly }_{\mathrm{idd}, a}\left(\hat{a}_{m}+\operatorname{crd}_{\mathrm{id}}\right)\right], \operatorname{ct}_{\mathrm{id}}^{\prime}=\operatorname{ct}\left[\operatorname{vote}_{\mathrm{id}, m}\right]\right)\right]_{\text {id } \in \mathrm{idSet}} \\
& \mathbf{L}_{1} \xrightarrow{\pi_{\text {randomization }}, \pi_{\text {Shuffle }}} \mathbf{L}_{2}  \tag{7.2}\\
& \left.\mathbf{L}_{2}=\left[\left(\operatorname{ct}_{\sigma(\mathrm{id})}, \mathrm{ct}_{\sigma(\mathrm{id})}^{\prime}\right)\right]\right]_{\mathrm{id} \epsilon \mathrm{idSet}}
\end{align*}
\]

Since the judge accepted the protocol's run, \(\pi_{\text {randomization }}\) and the mix server's NIZKP for \(\mathrm{R}_{\text {shuffle }} 8.2\) are valid. Due to the soundness of \(\pi_{\text {Shuffle }}\) (A.5), it follows that, with overwhelming probability, there exists some permutation \(\sigma\) and some index \(j \in\left[n_{\mathrm{V}}\right]\) such that for each id \(\epsilon\) idSet, we have that:
\[
\mathrm{ct}_{\mathrm{id}}^{\prime} \in \operatorname{ReEnc}\left(\mathrm{pk}, \mathrm{ct}_{\sigma(j)}\right) .
\]

Due to the re-encryption property of \(\Pi^{\text {pke }}\) (A.4) and the bijective property of \(\sigma\), we can deduce that for each honest voter, there exists \(\mathrm{ct}_{j}\) in the output list \(\mathbf{L}_{2}\) of mix server such that
\[
\left(\operatorname{ct}_{i}^{\prime}, \operatorname{ctt}_{j}^{\prime}=\operatorname{ct}\left[\operatorname{vote}_{j}\right]\right) \in \operatorname{ReEnc}\left(\mathbf{L}_{1}\right)
\]
where vote \({ }_{j} \in\) voteList \(_{j}\), which is one of the voter's original choices, and analogously for the dishonest voters. More precisely, there exists some index \(j\) that \(\sigma(j)=\) id, which implies the ballot containing vote \({ }_{i d, x}\) is now entering the decryption step.

Since the judge accepted the protocol run, the decryption trustee's NIZKPs, \(\pi_{\text {Dec }}\), is valid. Due to the soundness of \(\pi_{\text {Dec }}\) (A.5), it follows that, with overwhelming probability, there exists sk such that (pk,sk) \(\in\) Kgen such that:
\[
\left(\text { poly }_{\mathrm{id}, a}\left(\hat{a}_{m}+\mathrm{crd}\right)^{\text {random }}, \text { vote }_{\mathrm{id}, m}\right)=\operatorname{Dec}\left(\mathrm{sk}^{\left.\left(\mathrm{ct}_{\sigma(j)}, \mathrm{ct}_{\sigma(j)}^{\prime}\right)\right) .}\right.
\]

Because the encryption scheme is correct (A.1), and the soundness of property of \(\pi_{\text {dec }}\) the output of the decryption algorithm on input with index \(j: \sigma(j)=\) id would be ( 0 , vote \({ }_{i d, m}\) ).

We can make the same argument as above for each honest voter; this leads to the following conclusion:
which establish the verifiability property of our protocol.

Figure 7.2: Verification Procedure

Inputs: This procedure takes as input all public data of the election, namely the public bulletin board, \(\mathfrak{B B}\),

Output: accept/reject
1. Run the verification algorithm for the relation \(\mathrm{R}_{\text {KeyGen }}\) (see 7.3 ) with inputs the public key of the election and \(\pi_{\mathrm{Kgen}}\) :
\[
\left\{\begin{array}{l}
\text { If }\left[\operatorname{Verify}\left(\mathrm{PK}_{\text {election }}, \mathrm{R}_{\text {KeyGen }}, \pi_{\text {Kgen }}\right) \rightarrow 0\right] \text { Then }(\mathfrak{J} \mapsto \text { reject }), \\
\text { If }\left[\operatorname{Verify}\left(\mathrm{PK}_{\text {election }}, \mathrm{R}_{\text {KeyGen }}, \pi_{\text {Kgen }}\right) \rightarrow 1\right] \text { Then } \text { Go to the next step, }
\end{array}\right.
\]
2. Run the verification algorithm for the relation \(R_{\text {poly }}\) (see 7.9 ) for all registered voters with inputs \(\mathrm{v}_{\mathrm{id}}, C P\), Enc(crd)
\[
\left\{\begin{array}{l}
\text { If }\left[\operatorname{Verify}\left(\mathrm{pp}, \mathrm{R}_{\text {poly }}, \mathrm{v}_{\text {id }}, \mathrm{CP}, \operatorname{Enc}(\mathrm{crd}), \pi_{\text {poly }}\right) \rightarrow 0\right] \text { Then }(\mathfrak{J} \mapsto \text { reject }), \\
\text { If }\left[\operatorname{Verify~}\left(\mathrm{pp}, \mathrm{R}_{\text {poly }}, \mathrm{v}_{\text {id }}, C P, \operatorname{Enc}(\mathrm{crd}), \pi_{\text {poly }}\right) \rightarrow 1\right] \text { Then Go to the next step, }
\end{array}\right.
\]
3. Run the verification algorithm for the relation (see 7.11) to check the validity of the proofs, \(\pi_{\text {ballot }}\). Same as the previous step, the judge reject the election in case
- there is a ballot with a valid proof \(\pi_{\text {ballot }}\) which is withdrawn,
- there is a ballot with an invalid proof counted as a legitimate ballot.
4. Run the verification algorithm for proof \(\pi_{\text {randomization }}\) with respect to relation \(\mathrm{R}_{\text {randomization }} 7.16\), reject if the output of the algorithm is 0 . Otherwise go to the next step.
5. Run the verification algorithm for proof \(\pi_{\text {Shuffle }}\) with respect to relation \(R_{\text {shuffle }} 8.2\), reject if the output of the algorithm is 0 . Otherwise go to the next step.
6. In case the protocol is instantiated with multi-party computation then during the execution of \(\mathrm{MPC}_{\min }\) the judge runs the judging procedure Verify mpc of \(\mathrm{MPC}_{\text {min }}\), and \(\mathfrak{J}\) outputs reject if \(V^{2}\) rify \(_{\mathrm{mpc}}\) rejects the computation. If the protocol run the polynomial evaluation, \(\mathfrak{J}\) needs to run the verification algorithm for the polynomial evaluation.
7. Run the verification algorithm for \(R_{d e c}\) to verify the decryption procedure and output reject in case any decryption proof fails.
8. If none of these situations occur, the judge \(\mathfrak{J}\) outputs accept on a distinct tape.

\subsection*{7.10 Conclusion}

In this paper we have presented attacks and repairs on the NV12 scheme, especially, we have also presented protocols which are resilient to human errors in the form of PIN typos. It is interesting to notice that the digitally stored key could be combined or replaced with a key derived from biometric data. An important future direction is to make the error correction here so efficient that we can allow using noisy biometric data without fuzzy extraction.

For the Paillier-based system that we have presented it would be natural to add the tally system from Ordinos [184] since this is also based on Paillier encryption. Ordinos will only reveal the winner or the ranking of the candidates in the election, and will thus help for coercion-resistance in the case where there are candidates which expected to only get few or no votes. Another method that could used in both protocols is the risklimiting tally method described in [164] which gives plausible deniability for the voter.

Finally, some socio-tehcnical research questions are:
1. Which type of PIN errors do voters do when the are in a vote setting and do not get any feedback on the correctness of the PIN.
2. Related to this, what it the optimal PIN policy that corrects as many PIN typos while still keeping the entropy of the PIN space sufficiently high.
3. If we do not use a smart card, or use both a smart card and key storage: how well can voters be trained to handle, fake and hide secret keys.

\section*{Chapter 8}

\section*{A New Technique for Deniable Vote Updating}

This chapter proposes a new e-voting system that enables voters with an intuitive mechanism to update their possibly coerced vote in a deniable way. What is more, our evoting system does not introduce any additional trust assumptions for end-to-end verifiability and vote privacy besides the standards. Moreover, we demonstrate that our e-voting system can be instantiated efficiently for practical elections. With these properties, our e-voting system has the potential to close the gap between theory and practice in coercion-resistant e-voting.
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\subsection*{8.1 Introduction}

Designing e-voting systems for practical elections that satisfy at least a basic level of security is a demanding task. On top of this, to make the system resistant against malicious influencers who want to swing an election by coercing voters is even more challenging. Numerous e-voting systems have been proposed to reduce the risk of coercion, many of them achieve this by sacrificing efficiency, usability, or basic security, which are all required for real-world elections.

In order to overcome this unsatisfying state-of-affairs, we propose a new e-voting system which enables voters with an intuitive mechanism to update their possibly coerced vote in a deniable way. What is more, our e-voting system does not introduce any additional trust assumptions for end-to-end verifiability and vote privacy besides the standards. Moreover, we demonstrate that our e-voting system can be instantiated efficiently for practical elections. With these properties, our e-voting system has the potential to close the gap between theory and practice in coercion-resistant e-voting.

In what follows, we review the related work and state-of-affairs in Section 8.2. Then in Section 8.3, we describe the main idea of DeVoS , explain why it guarantees the features claimed, and discuss the coercion threat model we consider. Next, the complete DeVoS protocol is presented in Section 8.4 with full technical details. In Section 8.5, we instantiate our protocol with two different cryptosystems. Finally, we formally analyze the security of DeVoS in Section 8.6.

\subsection*{8.2 Related work}

Let us first recap the basic idea of coercion-resistant e-voting systems. Instead of obeying the coercer, each coerced voter can run some counter-strategy in such systems. As a result, the coerced voter can achieve her own goal (e.g., voting for her favorite candidate). At the same time, due to some technical mechanisms, the coercer should not be able to distinguish whether the coerced voter followed his instructions (e.g., voted for the coercer's favorite candidate) or ran the counter-strategy. From a technical perspective, three different approaches in the literature implement this concept: fake credentials, masking, and deniable vote updating. We will briefly explain these different approaches next.

Fake credentials are used, for example, in [168, 80, 17, 79, 97, 232], and they work as follows. Each voter is provided with a unique and secret credential \(\hat{c}\). A voter uses \(\hat{c}\) to submit her vote when she is not under coercion. Otherwise, if a voter is under coercion, she can create a so-called fake credential \(c\) to submit her coerced vote. Since the voter's fake credential is invalid, the voting authorities will secretly remove the vote. At the same time, the fake credential \(c\) and the real one \(\hat{c}\) are indistinguishable from a coercer's perspective.

Masking choices is employed, for example, in [21, 259]. Its idea is the following one. Each voter is provided with a unique and secret mask \(\hat{m}\). A voter uses \(\hat{m}\) to blind her actual vote \(\hat{v}\) when she is not under coercion. Otherwise, if a voter is being coerced to vote for a different choice \(v\), then she computes a fake mask \(m\) such that the resulting blinded vote still remains a vote for her actual choice \(\hat{v}\).

Unfortunately, in both the fake credential and masking approach, the ceremonies that voters have to run appear to be too complex for real human voters because they
typically require capabilities that are difficult or impossible to attain (e.g., memorizing long, randomly-looking credentials or inputting these credentials without errors). We refer the interested reader to [205, 179] for more details on the usability issues of fake credentials and masking choices. Due to such drawbacks, these two concepts are likely rendered completely ineffective to protect against coercion in real practical elections. Achieving coercion-resistance via deniable vote updating, as described next, is more promising.

Deniable vote updating enables each voter to overwrite her previously submitted ballot, that she may have cast under coercion, such that no one else, including a possible coercer, can see whether or not the voter has subsequently updated her vote. Among others, this technique is employed in the hybrid e-voting system used for national elections in Estonia [154] and formerly in Norway. Here, voters can overwrite electronically cast ballots by submitting a physical ballot at the polling station. There are also exist solutions to deniable vote updating for completely remote e-voting systems, most notably [180, 197].

In an e-voting system with deniable vote updating, "the vote casting process is no different from simpler voting systems that do not ensure coercion resistance" and "even in case of coercion, the concept of voting again to overwrite the vote cast under coercion would most probably fit into the mental models of the voters" [179]. Despite these significant advantages, existing e-voting systems with deniable vote updating have fundamental restrictions. We will elaborate on this observation in what follows.

The deniable vote updating techniques proposed in \([9,196]\) require that the voters' submitted ballots are secretly compared pairwise, leading to a quadratic complexity in the number of voters. This property is undesirable for elections with medium-size or larger electorates. More specifically, as demonstrated in [197], in an election with 180,000 voters, the solution by [9] would require more than one core year to make the comparisons.

The only scalable e-voting systems with deniable vote updating are [180, 197]. These techniques have in common that several indistinguishable dummy ballots hide the voters' re-voting pattern. Unfortunately, even though [180] follows the concept of deniable vote updating, the counter-strategy proposed in [180] is cumbersome for human voters. If a voter in [180] wants to update a choice \(v\) that she submitted under coercion, then she needs to memorize \(v\), invert it, multiply the result with her truly favorite choice \(\hat{v}\), and submit a ballot for \(v^{-1} \cdot \hat{v}\). The procedure becomes even more complex if the coercer asks the voter to submit several choices, each one updating the one submitted before. It is questionable whether human voters can execute this complex counter-strategy and thus whether [180] provides a sufficient level of coercion-resistance in practice. In contrast to [180], the counter-strategy voters have to run in [197] is as easy as it could possibly be. In fact, if a voter was coerced to submit a vote for \(v\) (or even a sequence of votes), she can simply, at any later point of the submission phase, cast a vote for her truly favorite choice \(\hat{v}\) (without having to memorize any previously cast a vote). On the downside, [146] demonstrated that [197] does not provide a reasonable level of security because there exists a single voting authority in [197] which needs to be trusted for all security properties, i.e., verifiability, privacy, and coercion-resistance. According to [146], this security issue is intrinsic to the approach taken in [197] and could thus, if possible, only be resolved by fundamental modifications.

Altogether, we can conclude that, to date, there does not exist a practically efficient e -voting system in the literature which is provably secure and provides human voters with a simple counter-strategy to defeat coercion.

\subsection*{8.2.1 Our Contributions}

In order to overcome the unsatisfying state-of-affairs described in Sec. 8.2, we propose DeVoS, the first remote e-voting system that satisfies all of the following properties:
- Voters can deniably intuitively update their votes.
- End-to-end verifiability and vote privacy are provably guaranteed without any additional trust assumptions besides the standards.
- Large-scale real-world elections can be realized efficiently.

With the unique combination of these properties, DeVoS has the potential to close the gap between coercion-resistant e-voting in theory and practice.

\subsection*{8.3 Overview of DeVoS}

We describe the main idea of DeVoS , explain why it guarantees the features claimed, and discuss the coercion threat model we consider.

\subsection*{8.3.1 Main Idea}

In a nutshell, DeVoS works as follows; we provide full technical details in Sec. 8.4. For each voter \(\mathrm{v}_{i}\), there exists an initially empty vector list \({ }_{i}\) on the public bulletin board \(\mathfrak{B B}\) to which ciphertext/proof pairs (ct \({ }_{i}^{j}, \pi_{i}^{j}\) ) can be appended. \({ }^{1}\) The idea is that ct \({ }_{i}^{j}\) encrypts a candidate/choice and that \(\pi_{i}^{j}\) is a zero-knowledge proof (ZKP) that \(\mathrm{ct}_{i}^{j}\) is valid in the following sense:
1. Voter \(\mathrm{v}_{i}\) herself, but no one else, is permitted to append a "fresh" ciphertext \(\mathrm{ct}_{i}^{j}\) to list \({ }_{i}\), i.e., a ciphertext which is completely unrelated to the previous ciphertexts \(\mathrm{ct}_{i}^{0}, \ldots, \mathrm{ct}_{i}^{j-1}\) in her vector list \(_{i}\).
2. Each other participant is only permitted to submit a ciphertext ct \({ }_{i}^{j}\) which contains the same plaintext as the last ciphertext \(\mathrm{ct}_{i}^{j-1}\) in list \({ }_{i}\). Technically speaking, each participant can only append a re-randomization of \(\mathrm{ct}_{i}^{j-1}\) to list \({ }_{i}\).

Once the submission phase has closed, the last ciphertext in \(\mathrm{v}_{i}\) 's vector list \({ }_{i}\), denoted by \(\mathrm{ct}_{i}\), is \(\mathrm{v}_{i}\) 's input to the subsequent publicly verifiable mixing phase (that is standard). Due to the soundness of the ZKP \(\pi_{i}^{j}\), it is ensured that \(\mathrm{ct}_{i}\) indeed contains the last vote submitted by \(\mathrm{v}_{i}\), which is necessary for end-to-end verifiability.

To achieve deniable vote-updating (and thus coercion-resistance), we exploit the zero-knowledge property of \(\pi_{i}^{j}\) (which hides whether or not \(\mathrm{ct}_{i}^{j}\) is a re-randomization of \(\mathrm{ct}_{i}^{j-1}\) ), as explained next. We employ a posting trustee PT whose

\footnotetext{
\({ }^{1}\) On the contrary, in basic secure e-voting systems (e.g., Belenios [83]), each voter \(\mathrm{v}_{i}\) is assigned a single pair (ct \({ }_{i}, \pi_{i}\) ) instead of a vector list \({ }_{i}\) of pairs.
}
role is to add indistinguishable noise ballots to the voters' ballot vectors list \({ }_{i}\) at certain times. The posting trustee, PT is the authority who collects all incoming ballots and updates the current status of all voters' ballot vectors list \({ }_{i}\) periodically. Now, instead of publicly updating list \({ }_{i}\) on the bulletin board \(\mathfrak{B B}\) immediately after a new ballot has arrived, we introduce some (short) delay. After some specified time (e.g., 1 min ) has passed, the posting trustee PT adds noise ballots for (some of) those voters \(\mathrm{v}_{i}\) who did not submit a ballot since the last update. Technically, the posting trustee PT constructs a noise ballot (ct \({ }_{i}^{j}, \pi_{i}^{j}\) ) as follows: re-randomize the currently last ciphertext ct \({ }_{i}^{j-1}\) in list \(_{i}\) and generate a ZKP \(\pi_{i}^{j}\) that \(\mathrm{ct}_{i}^{j}\) is a re-randomization of \(\mathrm{ct}_{i}^{j-1}\). In this way, a coercer is not able to distinguish whether \(\mathrm{v}_{i}\) updated her choice (after she submitted a coerced ballot) or the posting trustee added a noise ballot because (1) "freshly" generated ciphertexts and re-randomized ciphertext are computationally indistinguishable, and (2) the ZKP \(\pi_{i}^{j}\) does not reveal whether or not \(\mathrm{ct}_{i}^{j}\) is a noise ciphertext. This property ensures that if voter \(\mathrm{v}_{i}\) was coerced to submit some ciphertext ct, she may, at any later point of the submission phase, submit a new ciphertext ct' which contains her favorite choice and update list \({ }_{i}\) accordingly.

\subsection*{8.4 Protocol Description; Participants, Primitives and Framework}

We present the DeVoS e-voting protocol with full technical details.

\subsection*{8.4.1 Protocol Participants}

The DeVoS protocol is run among the following participants: voting authority \(\mathfrak{A u t h}\), bulletin board \(\mathfrak{B B}\), mix server \(\mathfrak{m i x} . \mathfrak{s}\), decryption trustee \(\mathfrak{D} \mathfrak{T}\), posting trustee PT , and voters \(\mathrm{v}_{1}, \ldots, \mathrm{v}_{n_{v}}\). Observe that all participants except for the posting trustee PT are standard in modern secure e-voting protocols (where ballots are mixed in the tallying phase). The role of the mix server \(\mathfrak{m i x} \cdot \mathfrak{s}\), decryption trustee \(\mathfrak{D T}\), and posting trustee PT can easily be distributed; to simplify the presentation of DeVoS , we assume that a single participant runs the respective program.

We assume all parties have authenticated channels to and from the bulletin board, \(\mathfrak{B} \mathfrak{B}\). This (standard) assumption ensures that all parties have the same view on the bulletin board, and that the bulletin board can authenticate the senders of incoming messages. To guarantee deniable vote-updating, it is also necessary to assume that the channels between individual voter's \(\mathrm{v}_{\mathrm{id}}\) and the posting trustee PT are authenticated and untappable.

\subsection*{8.4.2 Cryptographic Primitives}

We start with the cryptographic primitives used in DeVoS: \({ }^{2}\)
- An IND-CPA-secure public-key encryption scheme: \(\Pi^{\text {pke }}=\) (Kgen,Enc, Dec). We assume that \(\Pi^{\text {pke }}\) allows for re-encryption, i.e., there exists a ppt algorithm ReEnc which takes as input public key pk and ciphertext ct \(=\operatorname{Enc}(\mathrm{pk}, m ; r\) ) and outputs ciphertext ct' such that \(\mathrm{ct}^{\prime}=\operatorname{Enc}\left(\mathrm{pk}, m ; \mathrm{r}^{\prime}\right)\) for some (fresh) random \(\mathrm{r}^{\prime}\).
- A one-way function \(f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}\) (see 2.5).

\footnotetext{
\({ }^{2}\) Instead of relying on specific primitives, the security of DeVoS (8.6) can be guaranteed under certain assumptions these primitives have to satisfy. We will demonstrate in Sec. 8.5 how to instantiate the generic DeVoS e-voting protocol with highly efficient cryptographic primitives.
}
- Non-interactive zero-knowledge proof: For the protocol's verifiability, we use a non-interactive zero-knowledge proof system to prove correctness and plaintext knowledge for all encrypted data, such as "Proof of Plaintext Knowledge" and "Proof of Decryption Validity." We may utilize either a zero-knowledge proof system or a witness-indistinguishable proof system for this aim. Formally we will use the following proofs in our protocol:
1. A proof of correct key generation, i.e., a non-interactive zero-knowledge proof (NIZKP) \(\pi_{\mathrm{Kgen}}\) for proving the correctness of a public key pk w.r.t. \(\Pi^{\mathrm{pke}}\). The underlying relation \(R_{\text {KeyGen }}\) is
\[
\begin{equation*}
\left.(x=\mathrm{pk}, w=(\mathrm{random}, \mathrm{sk})) \in \mathrm{R}_{\text {KeyGen }} \Leftrightarrow(\mathrm{pk}, \mathrm{sk})=\text { Kgen(random }\right) . \tag{8.1}
\end{equation*}
\]
2. A proof of correct encryption \(\pi_{\text {Enc }}\), i.e., a NIZKP of knowledge (NIZKPoK) for proving correctness of a ciphertext ct' w.r.t. public key pk , public verification key vk, and (previous) ciphertext ct. The underlying relation \(R_{\text {enc }}\) is
\[
\left.\left.\begin{array}{rl}
\left(x=\left(\mathrm{pk}, \mathrm{vk}, \mathrm{ct}, \mathrm{ct}^{\prime}\right), w\right) \in \mathrm{Renc} \Leftrightarrow & (w
\end{array}\right)=\mathrm{r}: \mathrm{ct}^{\prime}=\operatorname{ReEnc}(\mathrm{pk}, \mathrm{ct} ; \mathrm{r})\right) \vee, ~\left(w=(\mathrm{ssk}, m, \mathrm{r}): \mathrm{vk}=f(\mathrm{ssk}) \wedge \mathrm{ct}^{\prime}=\operatorname{Enc}(\mathrm{pk}, m ; \mathrm{r})\right) . ~ \$
\]

The relation \(\mathrm{R}_{\mathrm{enc}}\) is a disjunction of two statements:
(a) \(\mathrm{ct}^{\prime}\) is a re-encryption of ct , or
(b) \(\mathrm{ct}^{\prime}\) is a "fresh" encryption of some message \(m\) and the prover knows a valid secret signing key ssk for public verification key vk.
3. A proof of shuffle, \(\pi_{\text {Shufle }}\) concerning the cryptosystem \(\Pi^{\text {pke }}\), i.e., NIZK proof of knowledge for the following relation \(\mathrm{R}_{\text {shuffle }}\) :
\[
\begin{gather*}
\left(x=\left(\left(\mathrm{ct}_{i}\right)_{i=1}^{n},\left(\mathrm{ct}_{i}^{\prime}\right)_{i=1}^{n}\right), w=\left(\left(\mathrm{r}_{i}\right)_{i=1}^{n}, \sigma\right)\right) \in \mathrm{R}_{\text {shuffle }} \\
\widehat{\Downarrow}  \tag{8.2}\\
(\sigma:[n] \rightarrow[n] \text { bijective }) \wedge\left(\forall i \in[n]: \mathrm{ct}_{i}^{\prime}=\operatorname{ReEnc}\left(\mathrm{pk}, \mathrm{ct}_{\sigma(i)} ; \mathrm{r}_{i}\right)\right) .
\end{gather*}
\]

In other words, the public statement of a proof of shuffle consists of two ciphertext vectors \(\left(\mathrm{ct}_{i}\right)_{i=1}^{n}\) and \(\left(\mathrm{ct}_{i}^{\prime}\right)_{i=1}^{n}\) of the same size, and if the prover's output is valid, then this implies that the prover knows random coins \(\left(r_{i}\right)_{i=1}^{n}\) and a permutation \(\sigma\) over \([n]\) such that \(\mathrm{ct}_{i}^{\prime}\) is a re-encryption of \(\mathrm{ct}_{\sigma(i)}\) (using randomness \(r_{i}\) ).
4. A proof of correct decryption \(\pi_{\text {Dec }}\) concerning \(\Pi^{\text {pke }}\), i.e., a NIZKP for the following relation \(\mathrm{R}_{\text {dec }}\) :
\[
(x=(\mathrm{pk}, m, \mathrm{ct}), w=(\mathrm{r}, \mathrm{sk})) \in \mathrm{R}_{\mathrm{dec}} \Leftrightarrow(m=\operatorname{Dec}(\mathrm{sk}, \mathrm{ct})) \wedge(\mathrm{pk},(\mathrm{r}, \mathrm{sk})) \in \mathrm{R}_{\text {Key }} \text { Gen } .
\]

Additionally, we also use a NIZKP \(\pi_{\text {Dec }}^{\perp}\) for proving that a ciphertext ct does not decrypt to a message \(m \in c\) List, where cList is a certain set of plaintexts (the set of valid choices), without revealing the actual plaintext. The respective relation \(R_{\text {dec }}^{\perp}\) is
\[
(x=(\mathrm{pk}, \mathrm{ct}), w=(\mathrm{r}, \mathrm{sk}, m)) \in \mathrm{R}_{\mathrm{dec}}^{\perp} \Leftrightarrow((\mathrm{pk}, m, \mathrm{ct}),(\mathrm{r}, \mathrm{sk})) \in \mathrm{R}_{\mathrm{dec}} \wedge m \notin \mathrm{cList} .
\]

We note that, unlike the other cryptographic primitives, \(\pi_{\text {Dec }}^{\perp}\) is most likely not used in a real election; see the decryption phase for details.

For all the above relations we may utilize either a zero-knowledge proof system or a witness-indistinguishable proof system for this aim.
- EUF-CMA-secure signature scheme: We assume that each message encrypted by a protocol participant contains some election parameters such as the election identifier, and to avoid cumbersome notation, we use the following convention: Signing a message \(m\) implies that the signature is computed on the tuple ( \(m ; \mathrm{pp}\) ) where the second components are public parameters of the election, including an election identifier.

Observe that all of these primitives are standard in modern secure e-voting, except for the disjunctive NIZKP \(\pi_{\text {Enc }}\) (and the conjunctive NIZKP \(\pi_{\text {Dec }}^{\perp}\) ) which we demonstrate to construct using established cryptographic techniques in Sec. 8.5.

\subsection*{8.4.3 Protocol Framework}

A protocol run consists of the following phases which we will explain in more detail further below:
- Setup phase: The voting authority \(\mathfrak{A l u t h}\) generates basic parameters. All protocol participants generate their key material and publish the respective public parts. Each voter \(v_{i d}\) is assigned an initially empty vector list \({ }_{i d}\) of ciphertext/proof tuples.
- Submission phase: Voter vid pick her choice, encrypt them, prove correctness, and submit the resulting ciphertext/proof pair as a ballot to the posting trustee PT. Voters can re-vote to update their previously submitted choices. The posting trustee PT collects incoming ballots and publishes them on the bulletin board \(\mathfrak{B B}\) periodically, together with several indistinguishable "noise" ballots for those voters who did not submit a ballot in the current period. Every voter \(v_{i d}\) who submitted a ballot to PT can verify whether her ballot appears in the list \({ }_{i d}\) published on the bulletin board \(\mathfrak{B B}\).
- Tallying phase (standard): The mix server mix.s takes as input the last ciphertexts \(\mathrm{ct}_{\mathrm{id}}\) from each ciphertext vector list \({ }_{i d}\), re-encrypts and shuffles all of them uniformly at random. Finally the decryption trustee \(\mathfrak{D} \mathfrak{T}\) decrypts the mix server's outcome.
- Verification phase (standard): Everyone can verify the correctness of the public material (ZKPs, complaints, etc.) published on the bulletin board, \(\mathfrak{B B}\).
- Setup Phase. The election authority \(\mathfrak{A t u h}\) determines all election parameters and posts them on the bulletin board \(\mathfrak{B B}\) :
- Security parameter \(1^{\ell}\),
- List id of eligible voters,
- Micro submission periods \(t_{0}, t_{1}, \ldots, t_{e}\) ( \(t_{0}\) : starting time of submission phase, \(t_{e}\) : closing time of submission phase),
- Election ID idelection,
- The set of valid choices cList.

The decryption trustee \(\mathfrak{D T}\) runs the key generation algorithm of the public-key encryption scheme \(\Pi^{\text {pke }}\) to generate its public/private (encryption/decryption) key pair ( \(\mathrm{pk}, \mathrm{sk}\) ). Additionally, \(\mathfrak{D T}\) creates a NIZKP \(\pi_{\mathrm{Kg} \text { gen }}\) to prove the validity of pk and posts ( \(\mathrm{pk}, \pi_{\mathrm{Kgen}}\) ) on the bulletin board \(\mathfrak{B B}\).
Each voter \(\mathrm{v}_{\mathrm{id}}\) chooses a secret "signing" key sk \(\mathrm{id}_{\mathrm{id}} \leftarrow\{0,1\}^{\ell}\) uniformly at random and computes her public verification key as \(\mathrm{pk}_{\mathrm{id}} \leftarrow f\) ( \(\mathrm{sk}_{\mathrm{id}}\) ), where \(f\) is the one-way function mentioned above. The voter sends \(\mathrm{pk}_{\mathrm{id}}\) to the bulletin board verifying whether \(v_{i d} \in \overrightarrow{i d}\). If this is the case, then \(\mathfrak{B B}\) links \(v_{i d}\) 's vector list \({ }_{i d}\) to \(p k_{i d}\) and initializes it as
\[
\text { list }_{i d}=\left[\text { list }_{\text {id }}^{0}=\operatorname{Enc}(\mathrm{pk}, 0 ; 0), \epsilon\right] .
\]
- Voting Phase. We now describe the program run by an honest voter \(\mathrm{v}_{\mathrm{id}}\) in the voting phase. We start with the program that \(v_{i d}\) runs when she is not under coercion. In this case, the \(v_{i d}\) picks her favorite choice \(m \in c\) List and encrypts it under \(p k\) to obtain
\[
\mathrm{ct}^{\prime} \leftarrow \mathrm{Enc}(\mathrm{pk}, m ; r) .
\]

Next, \(\mathrm{v}_{\mathrm{id}}\) reads the latest status of her vector list \({ }_{i d}\), including the currently last ciphertext ct in list \({ }_{i d}\), from the bulletin board \(\mathfrak{B B}\) and uses sk \({ }_{i d}\), message \(m\), and randomness \(r\) to create a NIZKPoK \(\pi_{\text {Enc }}\) for \(\mathrm{R}_{\text {ballot }}(x, w)\) detailed in follows:
\[
\begin{aligned}
& \mathrm{R}_{\text {ballot }}(x, w)=\text { True } \Longleftrightarrow\left(\mathrm{P}_{1}\left(x, w_{1}\right)=\text { True }\right) \vee\left(\mathrm{P}_{1}\left(x, w_{2}\right)=\text { True }\right) \\
& x=\left[\text { list }^{\mathrm{pk}_{\mathrm{id}}}=\left[\mathrm{pk}_{\mathrm{id}}, \mathrm{ct}_{0},\left(\mathrm{ct}_{1}, \pi_{1}\right), \ldots,\left(\mathrm{ct}_{j}, \pi_{j}\right)\right], \mathrm{ct}^{\prime}\right] \text {, } \\
& w_{1}=\left(m, \mathrm{r}_{1}, \mathrm{sk}_{\mathrm{id}}\right), w_{2}=\left(\mathrm{r}_{2}\right) \\
& \mathrm{P}_{1}\left(x, w_{1}\right)=\operatorname{True} \Longleftrightarrow\left(\mathrm{ct}^{\prime}=\operatorname{Enc} \mathrm{PKK}\left(m ; r_{1}\right)\right) \wedge(\text { vote } \in \operatorname{cist}) \wedge \operatorname{PoK}\left(\mathrm{sk}_{\mathrm{id}}\right) \\
& \mathrm{P}_{2}\left(x, w_{2}\right)=\text { True } \Longleftrightarrow\left(\mathrm{ct}^{\prime}=\operatorname{Re} . \text { Enc }_{\text {PK }}\left(\mathrm{ct}_{j} ; \mathrm{r}_{2}\right)\right)
\end{aligned}
\]

Observe that \(\mathrm{v}_{\mathrm{id}}\) actually proves the right term of the disjunctive relation \(\mathrm{R}_{\mathrm{enc}}\) (see above), i.e., that \(\mathrm{ct}^{\prime}\) is a "fresh" encryption of some message \(m\) and the voter (prover) knows a valid secret signing key \(\mathrm{sk}_{\mathrm{id}}\) for public verification key \(\mathrm{pk}_{\mathrm{id}}\). Afterwards, \(\mathrm{v}_{\mathrm{id}}\) sends ( \(\mathrm{ct}^{\prime}, \pi_{\text {Enc }}\) ) to the posting trustee PT . The voter can then verify whether list \({ }_{\text {id }}\) published by \(\mathfrak{B B}\) contains her latest submission (ct', \(\pi_{\text {Enc }}\) ) after the current micro submission period has passed.
Let us now describe an honest voter's program, i.e., the voter's counter-strategy, when she is under coercion. This counter-strategy is straightforward in DeVoS: wait until the coercer has left and then execute the same program that you run when you are not under coercion (see above), or vote again even more concisely.
We now describe the program of the posting trustee PT. Assume that we are in the micro submission period \(t_{l}\). For each incoming ballot (ct', \(\pi_{\text {Enc }}\) ) by some authenticated voter \(v_{i d}\), the posting trustee, verifies the correctness of (ct', \(\pi_{\text {Enc }}\) ) w.r.t. the latest status of list \({ }_{i d}\) published on \(\mathfrak{B} \mathfrak{B}\). If the ballot is not correct or \(v_{i d}\) has already sent a ballot in the current period, \(t_{l}\), then PT ignores the ballot. Otherwise, PT internally adds (ct', \(\pi_{\mathrm{Enc}}\) ) to list \({ }_{\text {id }}\), i.e., updates list \({ }_{\mathrm{id}}\) accordingly. Once period \(t_{l}\) has closed, the posting trustee PT internally adds a "noise" ballot, i.e., a re-encryption \(\mathrm{ct}^{\prime}\) of the last ciphertext ct plus a NIZKP \(\pi_{\text {Enc }}\), to the ballot vector list \({ }_{i d}\) of each voter \(\mathrm{v}_{\mathrm{id}}\) who did not submit a (valid) ballot during \(t_{l}\). The posting trustee PT
then sends the latest status of all list \({ }_{i d}\) to the bulletin board \(\mathfrak{B} \mathfrak{B}\), which updates its public content accordingly.
- Tally Phase. This part is essentially standard: the final ciphertexts are first shuffled and then decrypted, both in a publicly verifiable way. More precisely, after the submission phase has closed, mix server mix.s reads all vectors list \({ }_{i d}\) from the bulletin board and verifies their correctness (ZKPs etc.). If one of these vectors is not correct, then \(\mathfrak{m i x . s ~ a b o r t s . ~ O t h e r w i s e , ~} \mathfrak{m i x . s}\) chooses a permutation \(\sigma\) uniformly at random over [ \(n_{\mathrm{v}}\) ], extracts the last ciphertext \(\mathrm{ct}_{\mathrm{id}}\) from each vector list \({ }_{i d}\), then shuffles and re-encrypts \(\mathrm{ct}_{\mathrm{id}}\) into
\[
\mathrm{ct}_{\mathrm{id}}^{\prime} \leftarrow \operatorname{ReEnc}\left(\mathrm{pk}, \mathrm{ct}_{\sigma(i)}\right)
\]

Eventually, \(\mathfrak{m i x . s}\) creates a NIZKP \(\pi_{\text {Shuffle }}\) for proving that the resulting shuffled and re-encrypted ciphertext vector list \({ }^{\prime}\) was generated correctly (without revealing the actual links between input and output ciphertexts) and sends (list \({ }^{\prime}, \pi_{\text {Shuffle }}\) ) to the bulletin board \(\mathfrak{B} \mathfrak{B}\).

Afterwards, the decryption trustee \(\mathfrak{D T}\) reads (list \({ }^{\prime}\), \(\pi_{\text {Shuffle }}\) ) from the bulletin board and verifies its correctness. If \(\pi_{\text {Shuffle }}\) is not correct, then \(\mathfrak{D T}\) aborts. Otherwise, \(\mathfrak{D} \mathfrak{T}\) uses its secret key sk to decrypt each ciphertext \(\mathrm{ct}^{\prime} \in\) list into \(m^{\prime}\). If \(m^{\prime}\) is a valid choice, i.e., \(m^{\prime} \in\) cList, then \(\mathfrak{D T}\) creates a NIZKP \(\pi_{\text {Dec }}\) for proving that it decrypted \(\mathrm{ct}^{\prime}\) correctly (in practice, these individual proofs would be batched for efficiency reasons), and sends the result to the bulletin board \(\mathfrak{B} \mathfrak{B}\). Otherwise, if \(m^{\prime} \notin \mathrm{cList}\), then \(\mathfrak{D T}\) creates a NIZKP \(\pi_{\text {Dec }}^{\perp}\) for proving that ct' decrypted to an invalid message, and publishes \(\pi_{\text {Dec }}^{\perp}\), without revealing plaintext \(m^{\prime}\). The reason why \(\mathfrak{D} \mathfrak{T}\) must not publish invalid messages is to protect against forced abstention. Otherwise, a coercer could instruct a voter to submit a "vote" for some random invalid \(m^{\prime}\). In this way, the coerced voter would effectively abstain from voting and the coercer could check whether the voter obeyed by verifying whether \(m^{\prime}\) appears in the final result. An alternative protection against forced abstention to the one chosen in \(\operatorname{DeVoS}\) could be to extend \(\pi_{\text {Enc }}\) such that it also proves that the encrypted message belongs to cList. We did not follow this approach because the efficiency of the submission phase would then depend on the complexity of cList, which would be particularly undesirable in DeVoS where \(\pi_{\text {Enc }}\) is computed often. We expect that in real election generating \(\pi_{\text {Dec }}^{\perp}\) will not be necessary; the mere existence of \(\pi_{\text {Dec }}^{\perp}\) prevents a possible coercer from executing the aforementioned forced abstention attack. The final list of plaintexts \(\vec{m}^{\prime}\) is supposed to contain all voters' choices \(\vec{m}\) in random order.
- Public Verification Phase. In this phase, every participant, including the voters or external observers, can verify the correctness of the previous phases, particularly the correctness of all NIZKPs published during the setup, voting, and tallying phase.

\subsection*{8.5 Protocol Instantiation}

This section provides two instantiations of the DeVoSprotocol with concrete cryptographic primitives. The ElGamal cryptosystem is used in both protocols as underlying public key encryption scheme, although the proof systems are different.

We stress that we explain only the basic building blocks and their algorithm and suppress some details about ballot integrity and non-malleability from the zero-knowledge proofs, e.g. the inclusion of election identifiers and the correct form of the Fiat-Shamir transformations.

\subsection*{8.5.1 Instantiation with Bilinear Groups}

The first instantiation relies on the standard threshold variant of ElGamal cryptosystem over bilinear map (See 1) where its security is based on the hardness of the SXDH assumption 8 and the Groth-Sahai NIWI-proof system [143].

The main point of using those primitives in this instantiation is that, ElGamal is a homomorphic encryption scheme that can be efficiently implemented in a bilinear group. A bilinear map allows us to do the disjunction proof with the efficient NIWI-proof system. We stress that instead of the standard ElGamal encryption Scheme 2.7.2.1 we use the following version:

Definition 49 (ElGamal Encryption Scheme in Bilinear Setting). Considering the group generator
\[
\mathcal{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, g_{1}, g_{2}, \mathbf{e}, \mathbb{G}_{T}\right) \leftarrow \operatorname{GroupGen}\left(1^{\lambda}\right),
\]
we define ElGamal encryption scheme, \(\Pi^{\mathrm{ElGamal}}=\langle\mathrm{Kgen}, \mathrm{Enc}\), Dec \(\rangle\) for message space \(\mathcal{M}=\) \(\mathbb{Z}_{p}\), ciphertext space, \(\mathcal{C}=\mathbb{G}_{1}^{2}\) as follow:

\section*{- Key Generation:}
1. Run \(\operatorname{GroupGen}\left(1^{\ell}\right)\) to generate \(\mathcal{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, g_{1}, g_{2}, \mathbf{e}, \mathbb{G}_{T}\right)\).
2. Select a random integer \(x\) from \(\mathbb{Z}_{p}\).
3. Set \(h_{1}=g_{1}^{x}\).
4. Set \(\mathrm{pk}=\left(\mathbb{G}_{1}, p, g_{1}, h_{1}\right)\) and \(\mathrm{sk}_{\text {ElGamal }}=x\).
5. Return Key \(=(\mathrm{pk}, \mathrm{sk})\).
- Encryption: For message \(m \in \mathbb{Z}_{p}\) :
1. Select a random number random \(\in \mathbb{Z}_{p}\).
2. Set the ciphertext \(\mathrm{CT}=\left(g_{1}^{\text {random }}, h_{1}^{\text {random }} \cdot g_{1}^{m}\right)\)
3. Return CT.
- Decryption: For ciphertext \(\mathbb{C T}=(u, v) \in \mathbb{G} \times \mathbb{G}\) :
1. Compute the discrete logarithm of \(g^{m^{\prime}}=\log _{g_{1}}\left(u^{-\mathrm{sk}} \cdot v\right)\).
2. Return \(m^{\prime}\).

Theorem 8.5.1. The SXDH assumption. 8 results in the semantic security of the above version of ElGamal encryption.

As we show in 2.7.2.1 the ElGamal cryptosystem allows re-encryption.
- IND-CPA-secure PKE scheme \(\Pi^{\text {pke }}\) : We instantiate this central primitive with ElGamal over bilinear setting \(\mathcal{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, g_{1}, g_{2}, \mathbf{e}, \mathbb{G}_{T}\right) \leftarrow \operatorname{GroupGen}\left(1^{\ell}\right)\) as defined above.
- NIZKP of correct key generation \(\pi_{\mathrm{Kgen}}\) :
\[
\mathrm{R}_{\text {KeyGen }}=\left\{(x, w): x=\left(g_{1}, h_{1}\right), w, h_{1}=g_{1}^{w}\right\}
\]

Since \(g_{1}\) is a generator of group \(\mathbb{G}_{1}\), for any \(h_{1} \in \mathbb{G}_{1}\) there exist some \(u\) such that \((g, h) \in \mathrm{R}_{\text {KeyGen }}\). In particular, we do not need a NIZKP because we can simply check whether \(g_{1}\) and \(h_{1}\) are group members and \(g_{1}\) is a generator of \(\mathbb{G}_{1}\).
- One-way function \(f\) : We choose modular exponentiation in \(\mathbb{G}_{2}\) concerning \(g_{2}\), i.e., \(f: \mathbb{Z}_{p} \mapsto \mathbb{G}_{2}\) with \(x \mapsto g_{2}^{x}\).
- NIZKPoK of correct encryption \(\pi_{\mathrm{Enc}}\) : The specific relation to be proven by the voter \(v_{\mathrm{id}}\) with key pair \(\left(\mathrm{pk}_{\mathrm{v}}, \mathrm{sk}_{\mathrm{v}}\right)=\left(h_{\mathrm{v}}=g_{2}^{x_{\mathrm{v}}}, x_{\mathrm{v}}\right)\) is:
\[
\begin{aligned}
& \mathrm{R}_{\mathrm{ballot}}=\left\{(x, w)=\left(x=\left(\mathrm{ct}=(u, v), \mathrm{ct}^{\prime}=\left(u^{\prime}, v^{\prime}\right), \mathcal{G}, h_{1}, h_{v}\right), w=\left(\mathrm{r}, m, x_{v}\right)\right):\right. \\
&\left.\left(h_{v}=g_{2}^{x_{v}}, u^{\prime}=g^{\mathrm{r}}, v^{\prime}=h_{1}^{r} \cdot g_{1}^{m}\right) \vee\left(u^{\prime}=u \cdot g_{1}^{r}, v^{\prime}=v \cdot h_{1}^{r}\right)\right\} .
\end{aligned}
\]
- NIZKPoK of correct shuffling \(\pi_{\text {Shuffle }}\) Since there exist different options in the literature to instantiate this primitive for ElGamal PKE (e.g., [246, 145]), we do not single any of them out.
- NIZKP of correct decryption \(\pi_{\text {Dec }}\) and NIZKP of encryption to invalid message \(\pi_{\text {Dec }}^{\perp}\) : We describe specific NIZKPs in App. 8.5.2.2.

\subsection*{8.5.1.1 NIWI Proof Systems for DeVoS}

We recall that in the voting phase the voter or posting trustee must provide the proof related to the \(\mathrm{R}_{\text {ballot }}\) 8.4.3. Now considering the Groth-Sahai proof system for relation \(\mathrm{R}_{G S}\) 8.5.1.1:
\[
\begin{aligned}
\mathrm{R}_{G S}=\{ & (x, w): \\
& x=\mathrm{Eq} \in \mathcal{G} \mathcal{S}^{\mathrm{Eq}}, \\
& w=\left(\left\{u_{i}\right\}: u_{i} \in\left(\mathbb{G}_{1} \cup \mathbb{G}_{2}, \mathbb{G}_{T}\right)\right. \\
& \mathrm{Eq}[w]=\mathrm{Eq}\left[\left\{g_{i}\right\}\right]=\text { True } \\
& \}
\end{aligned}
\]
the relation \(\mathrm{R}_{\text {ballot }}\) has the following form:
\[
\begin{align*}
\mathrm{R}_{\text {ballot }}=\left\{\left(x,\left(w_{1}, w_{1}\right)\right):\right. & \\
& x=\left(\operatorname{pk}_{i}, \operatorname{list}^{\mathrm{pk}_{i}}=\left[\text { ballot }_{0},\left(\text { ballot }_{1}, \pi_{1}\right), \ldots,\left(\text { ballot }_{j-1}, \pi_{j-1}\right)\right], \text { ballot }{ }_{j}\right), \\
& w_{1}=\left(m, \mathrm{r}, \mathrm{sk}_{i}\right), w_{2}=\mathrm{r}_{2}, \\
\} & \left.\left.\left(\operatorname{Eq}_{\text {vote.validity }}\left[w_{1}\right]\right) \wedge \mathrm{Eq}_{\text {freshVote }}\left[w_{1}\right]\right) \vee \mathrm{Eq}_{\text {reEncVote }}\left[w_{2}\right]\right)=\text { True; }
\end{align*}
\]

We now describe \(\pi_{\text {ballot }}\) for fresh-vote, re-Encrypt vote and the vote's validity (the vote is in the list of the candidates) by describing each equation.

\section*{Equation Description.}
1. \(E q_{f r e s h V o t e}\) : Validity of a fresh vote from the voter,
\[
\mathrm{v}_{\mathrm{id}}=\left(\mathrm{pk}_{i} d=h_{\mathrm{id}}, \mathrm{sk}_{\mathrm{id}}=x_{\mathrm{id}}\right)
\]
as describe in 8.3. The proof for this relation can be generated by \(\mathrm{R}_{G S}\) concerning the following equation:
\[
\begin{array}{ll}
\text { Variables: } & \mathcal{X}=g_{1}^{r_{1}}, \mathcal{Y}=g_{2}^{r_{1}}, \mathcal{H}_{\mathrm{id}}=h_{\mathrm{id}}^{r_{1}}, \mathcal{H}_{\mathrm{id}}^{*}=g_{2}^{x_{\mathrm{id}}}, \mathcal{M}_{1}=g_{1}^{m} \\
\text { Eq}_{\text {freshVote }}: & \left\{\begin{array}{l}
\mathbf{e}\left(u, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{Y}\right)=\mathbf{e}\left(\mathcal{X}, g_{2}\right) \\
\mathbf{e}\left(v, g_{2}\right)=\mathbf{e}\left(\mathcal{H}_{\mathrm{id}}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{M}_{1}, g_{2}\right)=\mathbf{e}\left(h_{\mathrm{id}}, \mathcal{Y}\right) \cdot\left(\mathcal{M}_{1}, g_{2}\right) \\
\mathbf{e}\left(h_{\mathrm{id}}, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{H}^{*}\right)
\end{array}\right. \tag{8.4}
\end{array}
\]
2. Validity of a re-encrypt vote as described in 8.3. The proof for this relation can be generated by \(\mathrm{R}_{G S}\) concerning the following equation:
\[
\begin{array}{ll}
\text { Variables: } & \mathcal{X}^{*}=g_{1}^{r^{*}}, \mathcal{Y}^{*}=g_{2}^{r^{*}}, \mathcal{H}_{\mathrm{id}}^{*}=h_{\mathrm{id}}^{r^{*}} \\
\text { Eq }_{\text {reEncVote }}: & \left\{\begin{array}{l}
\mathbf{e}\left(u_{i-1}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{X}^{*}, g_{2}\right)=e\left(u_{i}, g_{2}\right) \\
\mathbf{e}\left(v_{i-1}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{H}_{\mathrm{id}}^{*}, g_{2}\right)=e\left(v_{i}, g_{2}\right) \\
\mathbf{e}\left(\mathcal{X}^{*}, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{Y}^{*}\right) \\
\mathbf{e}\left(\mathcal{H}_{\mathrm{id}}^{*}, g_{2}\right)=\mathbf{e}\left(h_{\mathrm{id}}, \mathcal{Y}^{*}\right)
\end{array}\right. \tag{8.5}
\end{array}
\]
3. Validity of voter choice: the encrypted vote is in the candidate list. The proof for this relation can be generated by \(\mathrm{R}_{G S}\) with respect to the following equation:
\[
\begin{align*}
\text { Variables: } & \mathcal{X}=g_{1}^{r_{1}}, \mathcal{Y}=g_{2}^{r_{1}}, \mathcal{H}_{\mathrm{id}}=h_{\mathrm{id}}^{\mathrm{r}_{1}} \\
& \mathcal{M}_{i}=g_{1}^{m^{i}}: i=1,2, \ldots, k, \mathcal{M}^{\prime}=g_{2}^{m} \\
\text { Eq } \mathrm{q}_{\text {vote.validity }}: & \left\{\begin{array}{l}
\mathbf{e}\left(v_{j}, g_{2}\right)=\mathbf{e}\left(\mathcal{H}_{\mathrm{id}}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{M}_{1}, g_{2}\right)=\mathbf{e}\left(h_{2}, \mathcal{Y}\right) \cdot\left(\mathcal{M}_{1}, g_{2}\right) \\
\mathbf{e}\left(\mathcal{M}_{k}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{M}_{k-1}, g_{2}\right)^{p_{1}} \cdot \ldots \cdot \mathbf{e}\left(\mathcal{M}_{1}, g_{2}\right)^{p_{k-1}} \cdot \mathbf{e}\left(g_{1}, g_{2}\right)^{k}=1_{\mathbb{G}_{T}} \\
\forall i=1,2, \ldots, k: \mathbf{e}\left(\mathcal{M}_{i}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{M}_{i-1}, \mathcal{M}^{\prime}\right)^{-1}=1_{G_{T}} \\
\mathbf{e}\left(\mathcal{M}, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{M}^{\prime}\right)
\end{array}\right. \tag{8.6}
\end{align*}
\]

Correctness of the Equations. Now we show that each equation, is equivalent to the related relation of the system of equation and the relation R,
1. Validity of the Vote: Let's consider candidate list as a set of integers less than \(p\). Then, to prove that \(m \in\) CandidateList it would be enough if we prove \(m\) is the root of the following publicly known polynomial:
Poly \(_{\mathrm{cList}}(x)=\left(x-c_{1}\right) \cdot\left(x-c_{2}\right) \cdot \ldots\left(x-c_{k}\right)=x^{k}+p_{1} x^{x-1}+\ldots+p_{k}\),
Hence, if we define variables \(\mathcal{M}_{i}=g^{m^{i}}\), the equation 8.6 proves that \(m\) is one of the zeros of the polynomial and hence it is a valid choice.
2. Correctness of Fresh-vote and voter signature: A valid proof for the system of equation \(\mathrm{Eq}_{\text {freshVote }}\) claims that values \(y_{i}, x_{i}, m_{i}, h\) exist, such that \(\mathcal{X}=g_{1}^{x_{i}}, \mathcal{Y}=g_{2}^{y_{i}}\) For
simplicity we consider the equation without index \(j\). A valid proof for the system of equation \(\mathrm{Eq}_{\mathrm{fresh}} \mathrm{Vote}\) claims that there exists values \(\mathrm{r}, y, x, m\) such that
\[
u=g_{1}^{r}, \mathcal{X}=g_{1}^{x}, \mathcal{Y}=g_{2}^{y}, \mathcal{M}=g_{1}^{m}, \mathcal{H}^{*}=g_{2}^{x_{\mathrm{id}}} .
\]

Then we have:
\[
\begin{array}{ll}
\text { 1. } & \mathbf{e}\left(u, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{Y}\right)=\mathbf{e}\left(\mathcal{X}, g_{2}\right): \\
& \mathbf{e}\left(g_{1}^{r}, g_{2}\right)=\mathbf{e}\left(g_{1}, g_{2}^{y}\right)=\mathbf{e}\left(g_{1}^{x}, g_{2}\right) \Longrightarrow \mathrm{r}=x=y \\
\text { 2. } & \mathbf{e}\left(v, g_{2}\right)=\mathbf{e}\left(h_{\mathrm{id}}, \mathcal{Y}\right) \cdot \mathbf{e}\left(\mathcal{M}_{1}, g_{2}\right),  \tag{8.7}\\
& \mathbf{e}\left(v, g_{2}\right)=\mathbf{e}\left(h_{\mathrm{id}}, g_{2}^{r}\right) \cdot \mathbf{e}\left(g_{1}^{m}, g_{2}\right) \Longrightarrow v=h_{\mathrm{id}}^{r} \cdot g_{1}^{m} \\
\text { 3. } & \mathbf{e}\left(h_{\mathrm{id}}, g_{2}\right)=\mathbf{e}\left(g_{1}, \mathcal{H}^{*}\right) \Longrightarrow \mathcal{H}^{*}=g_{2}^{x_{\mathrm{id}}}
\end{array}
\]

The above computation shows that \(u=g^{r}, v=h_{\mathrm{id}}^{r} \cdot g_{1}^{m}\) which prove the well-formedness of the encryption and it also shows that the voter knows the value \(x_{\mathrm{id}}\) such that \(h_{\mathrm{id}}=g_{1}^{x_{\mathrm{id}}}\) :

\subsection*{8.5.2 Instantiation with Exponential ElGamal}

We propose the following instantiation of the abstract DeVoS protocol (Sec. 8.4):
- IND-CPA-secure PKE scheme \(\Pi^{\text {pke }}\) : We instantiate this central primitive with exponential ElGamal PKE [112]. If the decisional Diffie-Hellman (DDH)(see 5) problem is hard relative to \(\mathbb{G}\), then (exponential) ElGamal is IND-CPA-secure. To rerandomize an ElGamal ciphertext ( \(u, v\) ), choose \(s \in \mathbb{Z}_{p}\) uniformly at random and return \(\left(u^{\prime}, v^{\prime}\right) \leftarrow\left(u \cdot g^{s}, v \cdot h^{s}\right)\).
- NIZKP of correct key generation \(\pi_{\text {Kgen }}\) :
\[
\mathrm{R}_{\text {KeyGen }}=\left\{(x, w): x=(g, h), w=u, h=g^{u}\right\}
\]

Since \(g\) is a generator of group \(\mathbb{G}\), for any \(h \in \mathbb{G}\) there exist some \(u\) such that \((g, h) \in\) \(\mathrm{R}_{\text {KeyGen }}\). In particular, we do not need a NIZKP because we can simply check whether \(g\) and \(h\) are group members and \(g\) is a generator of \(\mathbb{G}\).
- One-way function \(f\) : We choose modular exponentiation in \(\mathbb{G}\) with respect to \(g\), i.e., \(f: \mathbb{Z}_{p} \rightarrow \mathbb{G}\) with \(x \mapsto g^{x}\).
- NIZKPoK of correct encryption \(\pi_{\text {Enc }}\) : The specific relation to be proven by the voter v with key pair \(\left(\mathrm{pk}_{\nu}, \mathrm{sk}_{\nu}\right)=\left(h_{\nu}=g^{u_{v}}, u_{\nu}\right)\) is:
\[
\begin{aligned}
& \mathrm{R}_{\mathrm{enc}}=\left\{(x, w)=\left(x=\left(\mathrm{ct}=(u, v), \mathrm{ct}^{\prime}=\left(u^{\prime}, v^{\prime}\right), g, h, h_{v}\right), w=\left(r, m, u_{v}\right)\right):\right. \\
&\left.\left(h_{v}=g^{u_{v}}, u^{\prime}=g^{r}, v^{\prime}=h^{r} \cdot g^{m}\right) \vee\left(u^{\prime}=u \cdot g^{r}, v^{\prime}=v \cdot h^{r}\right)\right\} .
\end{aligned}
\]

Our proof system is based on Schnorr's signature [233] and existing techniques for proving relations between group elements [77,68] implemented in bilinear groups of size 256 bits.
- NIZKPoK of correct shuffling \(\pi_{\text {Shuffe }}\) : Since there exist different options in the literature to instantiate this primitive for ElGamal PKE (e.g., [246, 145]), we do not single one of them out.
- NIZKP of correct decryption \(\pi_{\text {Dec }}\) and NIZKP of encryption to invalid message \(\pi_{\text {Dec }}^{\perp}\) : We describe specific NIZKPs in App. 8.5.2.2.

\subsection*{8.5.2.1 Non-Interactive Sigma-Protocol}

Considering the hardness of the DDH assumption(see 5) in group \(\mathbb{G}\), the following protocol is a zero-knowledge proof of knowledge proof system for \(\mathrm{R}_{\text {enc }}\) :

Figure 8.1: Non-Interactive Sigma protocol for \(\mathrm{R}_{\text {enc }}\) DDH-Relation
\begin{tabular}{|c|c|}
\hline - Setting: & \[
\begin{aligned}
& \mathcal{G}=(G, g, p): \mathbb{G}=\langle g\rangle ;|G|=p, \\
& (x, w): x=\left(g, h, h_{i}, \mathrm{ct}_{1}=\left(u_{1}, v_{1}\right), \mathrm{ct}_{2}=\left(u_{2}, v_{2}\right)\right), w=\left(\alpha_{i}, r, m\right) \\
& \mathrm{R}_{e n c}=\{(x, w): \\
& \quad\left(h_{i}=g^{\alpha_{i}}, u_{2}=g^{r}, v_{2}=h^{r} g^{m}\right) \\
& \left.\quad \vee\left(u_{2}=u_{1} g^{r}, v_{2}=v_{1} h^{r}\right)\right\}
\end{aligned}
\] \\
\hline - Protocol: & \(\langle\operatorname{Prove}(x, w), \operatorname{Verify}(x)\rangle\) \\
\hline \multicolumn{2}{|l|}{Prover} \\
\hline Replaced with Verifier challenge & \begin{tabular}{l}
1. Choose \(e_{2}, z, a_{1}, a_{2}, a_{3} \leftarrow \mathbb{Z}_{p}\) \\
2. Compute:
\[
\begin{aligned}
& \bar{u}=g^{a_{1}}, \bar{v}=h^{a_{1}} g^{a_{2}}, \\
& \bar{h}_{i}=g^{a_{3}}, \\
& u^{*}=g^{z_{2}}\left(u_{2} \cdot u_{1}^{-1}\right)^{e_{2}}, \\
& v^{*}=h^{z_{2}}\left(v_{2} \cdot v_{1}^{-1}\right)^{e_{2}}
\end{aligned}
\] \\
Set:
\[
\begin{aligned}
& e=\operatorname{hash}\left(\bar{u}, \bar{v}, \bar{h}_{i}, u^{*}, v^{*} ; \text { nonce }\right), \\
& e_{1}=e-e_{2} ; z_{1}=a_{1}-e_{1} r, z_{2}=a_{2}-e_{1} m, z_{3}=a_{3}-e_{1} \alpha
\end{aligned}
\] \\
Prover sends \(\pi=\left(e_{1}, e_{2}, z_{1}, z_{2}, z_{3}, z\right)\) to the verifier \\
Prove \(\xrightarrow{\pi=\left(e_{1}, e_{2}, z_{1}, z_{2}, z_{3}, z\right)}\) Verify
\end{tabular} \\
\hline \multicolumn{2}{|l|}{Verification} \\
\hline & \begin{tabular}{l}
1. Compute: \(U_{1}=g^{z_{1}} u_{2}^{e_{1}} \cdot u_{1}^{-e_{1}}, V_{1}=h^{z_{1}} \cdot v_{2}^{e_{1}} v_{1}^{-e_{1}}\), \(U_{2}=g^{z}\left(u_{2} \cdot u_{1}\right)^{e_{2}}, V_{2}=h^{z}\left(\nu_{2} \cdot v_{1}\right)^{e_{2}}\) \\
2. Set \(e^{\prime}=\operatorname{hash}\left(U_{1}, V_{1}, h_{i}, U_{2}, V_{2}\right)\) \\
3. Verify \((x, \pi)\) accepts if and only if \(e^{\prime}=e_{1}+e_{2}\)
\end{tabular} \\
\hline
\end{tabular}

\subsection*{8.5.2.2 Decryption Trustee Proofs}

We describe the standard techniques for proving the correct decryption and proving that the encrypted value does not belong to a pre-defined set of values.

Proof of correct decryption, \(\pi_{\text {Dec }}\). The goal is to prove that the ciphertext \(\mathrm{ct}=(u, v)\) can be decrypted to \(m \in\) cList. If this is the case, the decryption trustee \(\mathfrak{D T}\) computes \(\bar{v}=u^{\text {sk }}\) and publishes \(\bar{v}\) along with a NIZKPoK proof \(\pi_{\mathrm{Dec}_{1}}\) for the following relation:
\[
\begin{equation*}
\mathrm{R}_{\mathrm{Dec} 1}=\left\{(x=(g, \mathrm{pk},(u, \bar{v})), w=\mathrm{sk}):(p k, \bar{v})=\left(g^{\mathrm{sk}}, u^{\mathrm{sk}}\right)\right\} \tag{8.8}
\end{equation*}
\]

The verifier verifies \(\pi_{\mathrm{Dec}_{1}}\) and checks whether \(v(\bar{v})^{-1}=? g^{m}\).
Note that \(R_{K e y G e n}\) in ElGamal cryptosystems can be easily checked. As long as the public key is a member of the underlying group other than the identity element it implies the correctness of the key.
Proof of invalid plaintext, \(\pi_{\text {Dec }}^{\perp}\). The goal is to prove that the ciphertext \(\mathrm{ct}=(u, v)\) cannot be decrypted to a message in cList, i.e., it encrypts some \(m^{\prime} \notin \mathrm{cList}\). We note that the technique for proving the correct decryption presented above cannot be used here, since it reveals the plaintext (in the form of \(g^{m}\) ). The verifier should only learn that the ciphertext cannot be decrypted to any value from the set cList and nothing else. We first show a technique for proving that the ciphertext cannot be decrypted to some \(m^{\prime}\) and then extend it to the whole set cList. The technique is a slight modification of Plaintext Equivalence Test (PET) [162], the latter is used in a distributed setting and allows parties to prove that a pair of ElGamal ciphertexts encrypt the same plaintext as long as at least one party is honest.

To prove that \((u, v)\) cannot be decrypted to \(m^{\prime}\), the prover does the following:
1. Pick a random value \(r \leftarrow \mathbb{Z}_{p}^{*}\) and compute
\[
\bar{v}=v \cdot g^{-m^{\prime}}, u^{*}=u^{r}, v^{*}=\bar{v}^{r}
\]

Then set \(x_{1}=\left((u, \bar{v}),\left(u^{*}, v^{*}\right)\right), w_{1}=r\) and create a NIZKPoK proof \(\pi^{\sigma}=\pi^{\sigma}\left(x_{1}, w_{1}\right)\).
2. Compute \(\bar{v}^{*}=\left(u^{*}\right)^{\text {sk }}\), then set
\[
x_{2}=\left(g, \mathrm{pk},\left(u^{*}, \bar{v}^{*}\right)\right), w_{2}=\mathrm{sk}
\]
and create a decryption proof \(\pi_{\operatorname{Dec}_{1}}=\pi_{\operatorname{Dec}_{1}}\left(x_{2}, w_{2}\right)\) for the relation \(\mathrm{R}_{\mathrm{Dec} 1}\) (Equation (8.8)).
3. Send ( \(m^{\prime}, u^{*}, v^{*}, \bar{v}^{*}\) ), along with \(\pi_{\mathrm{Dec}_{1}}\) and \(\pi^{\sigma}\) to the verifier.

The verifier recomputes \(\bar{v}=v / g^{m^{\prime}}\), verifies the proofs \(\pi^{\sigma}\) and \(\pi_{\operatorname{Dec}_{1}}\), then accepts the proof of invalid plaintext if \(v^{*} \neq \bar{v}^{*}\).

Let us analyze the above proof system for two cases: 1) the ciphertext decrypts to \(m^{\prime}\), and 2) the ciphertext does not decrypt to \(m^{\prime}\). If ( \(u, v\) ) decrypts to \(m^{\prime}\), then we have that \(\left(v / g^{m^{\prime}}\right)^{r}\) cancels out the message term and \(\left(u^{*}, v^{*}\right)\) is encryption of the identity. It follows that \(v^{*}=\bar{v}^{*}\). If \((u, v)\) does not decrypt to \(m^{\prime}\), then \(\left(u, v / g^{m^{\prime}}\right)\) will be an encryption of some message \(m^{\prime \prime}=m-m^{\prime} \neq 0\). Raising it to \(r\) will yield an encryption \(\left(u^{*}, v^{*}\right)\) of \(m^{*}=m^{\prime \prime} \cdot r\). It follows that \(v^{*} \neq \bar{v}\), and the verifier will learn \(g^{m^{*}}=g^{m^{\prime \prime} \cdot r}\). Since \(r\) is fresh and kept secret, it effectively masks the original plaintext encrypted in \((u, v)\).

To prove that a ciphertext ( \(u, v\) ) does not decrypt to any message from cList, the decryption trustee \(\mathfrak{D T}\) proves individually for each \(m^{\prime} \in\) cList that the ciphertext does not decrypt to \(m^{\prime}\) using the technique above.

\subsection*{8.5.2.3 Practical Efficiency}

In order to evaluate DeVoS's efficiency in handling large-scale real elections, we implemented the system and here we briefly discuss the protocol's efficiency. \({ }^{3}\)

Since all phases of DeVoS except for the submission phase are essentially standard, we focus on the latter phase to demonstrate DeVoS' practical efficiency. To this end, we implemented the ZKP that both the voters and the posting trustee compute to prove that a submitted ballot is valid. Our benchmarks show that this ZKP has a small size and can be computed quickly, which is important because the posting trustee PT computes such a ZKP for each noise ballot that it publishes.

Interestingly, we can further optimize the efficiency of PT and using techniques from the field of differential privacy (DP), we prove that DeVoS still achieves a reasonable level of deniable vote updating when PT adds dummy ballots for only a fraction of those voters who did not submit a ballot in a given micro submission phase.

\subsection*{8.6 DeVoS; Security Properties}

In this part, we conduct a security analysis on our scheme by providing the security model, stating the security criteria we wish to guarantee, and determining the security assumptions needed to support them.

\subsection*{8.6.1 Security Model}

In our protocol, we assume the following trust assumptions:
1. The adversary is computationally bounded.
2. In case of using the threshold cryptosystem we require that the majority of the election trustee and also the majority of the supervised registrar are trustworthy. Namely, the adversary cannot corrupt a threshold set of election trustee. In case of single party, we assume the election trustee and the registrar are honest.
3. At least one mix server is honest.
4. There is a point in the voting phase, where the adversary cannot control the voter.
5. Voter supporting device, vsd cannot be tampered with or compromised.
6. Voter's vsd does not leak the voter's private credentials to the adversary.
7. The adversary cannot control the voter's computer or voter's device. considering the Benaloh challenges in the protocol this assumption will reduce to: The adversary cannot control the voting and the verification environments simultaneously [206].
8. The channel to the ballot boxes is anonymous.
9. The voter's credential is not leaked to the adversary without voter's knowledge.

\footnotetext{
\({ }^{3}\) Due to the fact that the author of this thesis was not the primary contributor to this part, we only refer to the subject and will not give the details in this manuscript
}

To evaluate the security properties, i.e., public end-to-end verifiability and vote privacy that our scheme provides, we perform an evaluation. We refer to 6.2.1 for the formal verifiability theorem, which is proof based on the KTV framework. Here we briefly elaborate on the privacy. \({ }^{4}\)

Recall that the purpose of PT is to add some noise to the set of submitted ballots which hides the voters' re-voting pattern. This means that we trust PT for coercionresistance. We stress that, unlike other coercion-resistant e-voting protocols (e.g., VoteAgain [197]), DeVoS does not introduce any additional trust assumptions for end-to-end verifiability and vote privacy.

To see why this important feature of DeVoS holds true, recall that any noise ciphertext ct \({ }_{i}^{j}\) contains a vote for the same choice as \(\mathrm{ct}_{i}^{j-1}\) does because, due to the soundness of \(\pi_{i}^{j}\), only \(\mathrm{v}_{i}\) herself can submit a "fresh" ciphertext ct \({ }_{i}^{j}\) that is not a re-randomization of \(\mathrm{ct}_{i}^{j-1}\). Particularly, even if the posting trustee PT is malicious, the vote contained in \(\mathrm{ct}_{i}^{j-1}\) cannot be tampered with undetectably. Therefore, DeVoS does not introduce any additional trust assumptions for end-to-end verifiability (Theorem 8.6.2) compared to basic modern secure e-voting systems (e.g., Helios [10]). The same holds true for vote privacy, essentially because the program of PT does not need any secret inputs and could, in principle, be executed by any external party.

\subsection*{8.6.2 Privacy}

We analyze the vote privacy of DeVoS based on the KTV framework(see 6.2.1). We show that the privacy level of \(\operatorname{DeVoS}\) is ideal under the following (minimal) assumptions:
A. 1 The PKE scheme with re-randomization is IND-CPA-secure.
A. 2 The function \(f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}\) is one-way.
A. \(3 \pi_{\mathrm{Kgen}}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}, \pi_{\text {Dec }}^{f}, \pi_{\text {Dec }}^{\perp}\) are NIZKs and \(\pi_{\text {Enc }}\) is a NIZKPoK.
A. 4 The scheduler \(\mathfrak{s}\), the bulletin board \(\mathfrak{B B}\), the mix server \(\mathfrak{m i x .} . \mathfrak{s}\), the decryption trustee \(\mathfrak{D T}\), and at least \(n_{\vee}^{\text {honest }}\) voters are honest.
and we prove the following theorem:
Theorem 8.6.1 (Privacy). Under the assumptions A.1 to A. 4 stated above, the voting protocol \(\left\langle n_{\mathrm{v}}\right.\), Agent \(\left., \Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle \mathrm{P}_{\mathrm{DeVoS}}=\left\langle n_{\mathrm{v}}\right.\), Agent \(\left., \Pi^{\mathrm{h}}, \mathrm{cList}, \Gamma^{\mathrm{elc}}, f_{\mathrm{res}}\right\rangle\) achieves a privacy level of \(\delta_{\left(n_{V}^{\text {honest }}, \mathrm{C}, \mu\right)}^{\text {idea }}{ }^{\text {. }}\)

\subsection*{8.6.3 Intuitive Counter-Strategy}

As described in Sec. 8.1, in a coercion-resistant e-voting system, each coerced voter has the option to run some counter-strategy instead of obeying the coercer. Similarly to VoteAgain [197], the counter-strategy voters have to run in DeVoS is as simple as possible: wait until the coercer has left and then execute the same program that you run when you are not under coercion, i.e., submit a ballot for your favorite choice. Or, even more concisely: vote again.

An extensive usability study of this counter-strategy, which would have been clearly beyond the scope of this cryptographic paper, will be interesting future work.

\footnotetext{
\({ }^{4}\) Due to the fact that the author of this thesis was not the primary contributor to this part, we only refer to the subject and will not give the details in this manuscript
}

\subsection*{8.6.4 Coercion Threat Model}

We consider an "over-the-shoulder" coercer [79] who can be physically present at a voter's location at some point of the submission phase. The coercer can instruct the voter to submit a vote for a particular candidate using the voting program; the coercer can check on-site whether the voter is following his instructions.

In order to secretly overwrite the coerced vote, we assume that the voter can submit a new ballot after the coercer has left the voter's place before the submission phase closes. Although the latter assumption may not hold true for all coerced voters, it is realistic to assume that most coerced voters can submit a new vote after coercion. In this way, the malicious impact of a coercer on the election result remains limited.

We note that all e-voting systems with deniable vote updating (e.g., [180, 197]) assume that voters have the opportunity to submit an uncoerced vote at some point of the submission phase.

We do not consider a coercer who can make a voter run a malicious script on the voting device because (we conjecture that) coercion-resistance is impossible in such cases. Related to this restriction, we assume that a coerced voter does not reveal her private credentials to the coercer; if the coercer could learn these credentials, then they could easily vote on behalf of the voter.

In order to realize this assumption in practice, one could generate and store the credential in a trusted execution environment (TEE) so that the voter cannot read her credential, even if she wanted to. Then of course, the coercer could take the device on which the credential is stored with him when he leaves the voter's place. However, this strategy would leave some physical evidence which poses a significant risk from a potential coercer's point of view, particularly when facing severe penal consequences. Furthermore, collecting secret credentials physically requires much time or many resources. We therefore conjecture that the risk of being caught collecting sufficiently many voting devices to significantly change the election result would not be worth the effect.

We assume that a possible coercer is not able to corrupt the posting trustee PT because he could otherwise easily see whether or not a voter updated her coerced vote. Furthermore, we make the minimal assumption that all parties who we trust for vote privacy (namely, the mixing authorities) do not collude with a possible coercer; otherwise, the coercer could easily link a coerced voter's submitted ballot with her decrypted vote in the final result.

\subsection*{8.6.5 Verifiability}

In this section, we formally evaluate the DeVoS protocol's verifiability. To this end we use the general KTV computational model and adopt the verifiability definition with the goal \(\gamma(\varphi)\) proposed in [85] presented in Section 6.3.1.

Our primary reason for choosing this model for the verification analysis is that it is suitable for our protocol. There are no explicit assumptions regarding the result function and re-voting policy.

In our model judge, \(\mathfrak{J}\), an honest agent, is in charge of the verification procedure, and he executes the honest program \(\hat{\pi}_{\mathfrak{J}}\) whenever triggered by the scheduler \(\mathfrak{s}\). At the end of the verification procedure, \(\mathfrak{J}\) outputs accept or reject through his channel.

In a nutshell, in a DeVoS protocol run, judge \(\mathfrak{J}\) takes as input solely public information (e.g., the Zero-Knowledge proofs in DeVoS published on the bulletin board)
and then performs certain checks. If all checks succeed, the judge accepts the protocol run, and rejects it otherwise. Precisely judge \(\mathfrak{J}\) conducts the program \(\hat{\pi}_{\mathfrak{J}}\) as defined in Figure 8.2.

Verifiability Assumption. We prove the verifiability of DeVoS under the following assumptions:
A. 1 The PKE scheme \(\mathcal{E}\) with re-randomization is correct (for verifiability, IND-CPAsecurity is not needed).
A. 2 The function \(f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}\) is one-way.
A. \(3 \pi_{\mathrm{Kgen}}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}, \pi_{\text {Dec }}^{\perp}\) are NIP systems (for verifiability, ZK is not needed) and \(\pi_{\mathrm{Enc}}\) is a NIZKP.
A. 4 The scheduler \(\mathfrak{s}\), the bulletin board \(\mathfrak{B} \mathfrak{B}\), and judge \(\mathfrak{J}\) are honest:
A. \(5 \pi_{\mathrm{Kgen}}, \pi_{\text {Shuffle }}, \pi_{\text {Dec }}\) are NIZK systems and \(\pi_{\text {Enc }}\) is a NIZK Proof of knowledge.
A. 6 The scheduler \(\mathfrak{s}\), the bulletin board \(\mathfrak{B B}\), and judge \(\mathfrak{J}\) are honest:
\[
\varphi=\operatorname{hon}(\mathfrak{s}) \wedge \operatorname{hon}(\mathfrak{B} \mathfrak{B}) \wedge \operatorname{hon}(\mathfrak{J}) .
\]

Additional Note. Note that, for verifiability to hold, the posting trustee PT, the mix server \(\mathfrak{m i x} . \mathfrak{s}\), the decryption trustee \(\mathfrak{D T}\), as well as an arbitrary number of voters may be controlled by the adversary. In particular, we do not need to introduce any additional trust assumption compared to basic secure e-voting protocols (without coercionresistance), such as Belenios [83].

The verification procedure \(\mathfrak{J}\) of DeVoS essentially involves checking the NIZKPs published on the bulletin board \(\mathfrak{B B}\) : if one of these checks fails, the protocol run and hence the result are rejected. Now, the following theorem states that the probability that in a run of DeVoS an honest voter's vote has been dropped or manipulated if \(\varphi\) holds true (i.e., \(\gamma(\varphi)\) is broken) but the protocol run is nevertheless accepted by \(\mathfrak{J}\) is negligible.

Theorem 8.6.2 (Verifiability). Under the assumptions (A.1-6) stated above, the goal \(\gamma(\varphi)\) is verifiable in the protocol \(\mathrm{P}_{\mathrm{DeVoS}}\left(n_{\mathrm{v}}, \mathrm{cList}, \mu\right)\) by the judge \(\mathfrak{J}\).

Figure 8.2: Verification Procedure

Inputs: This procedure takes as input all public data of the election, namely the public bulletin board, \(\mathfrak{B B}\),

Output: accept/reject
1. Run the verification algorithm for the relation \(\mathrm{R}_{\text {KeyGen }}\) (see 7.3 ) with inputs the public key of the election and \(\pi_{\mathrm{Kgen}}\) :
\[
\left\{\begin{array}{l}
\text { If }\left[\operatorname{Verify}\left(\mathrm{PK}_{\text {election }}, \mathrm{R}_{\text {KeyGen }}, \pi_{\text {Kgen }}\right) \rightarrow 0\right] \text { Then }(\mathfrak{J} \mapsto \text { reject }), \\
\text { If }\left[\operatorname{Verify~}\left(\mathrm{PK}_{\text {election }}, \mathrm{R}_{\text {KeyGen }}, \pi_{\text {Kgen }}\right) \rightarrow 1\right] \text { Then } \text { Go to the next step, }
\end{array}\right.
\]
2. Check the validity of the signature for each ballot. If one of the following two events occurs during the tally phase, the judge will reject the election:
- a ballot with a valid signature is withdrawn,
- a ballot with an invalid signature is counted as a legitimate ballot.
3. Run the verification algorithm for the relation \(\mathrm{R}_{\text {ballot }}\) (see 8.4.3) to check the validity of the proofs, \(\pi_{\text {ballot }}\). As in the previous step, the judge rejects the election in case
- there is a ballot with a valid proof \(\pi_{\text {ballot }}\) is withdrawn,
- there is a ballot with invalid proof counted as a legitimate ballot.
4. Run the verification algorithm for proof \(\pi_{\text {Shuffle }}\) with respect to relation \(R_{\text {shuffle }} 8.2\), reject if the algorithm's output is 0 . Otherwise go to the next step.
5. Run the verification algorithm for \(R_{\text {dec }}\) to verify the decryption procedure and output reject in case any decryption proof fails.
6. If none of these situations occurs, judge \(\mathfrak{J}\) outputs accept on a distinct tape.

According to [182], a goal \(\gamma\) is verifiable by the judge, \(\mathfrak{J}\), in a protocol's run if and only if \(\mathfrak{J}\) accepts a run \(r\) of \(\operatorname{DeVoS}\) in which the goal \(\gamma\) is violated (i.e., \(r \notin \gamma\) ) with at most negligible probability (in the security parameter). To formally capture this notion by
\[
\operatorname{Pr}\left[\left(\hat{\pi}_{\mathrm{P}} \| \pi_{\mathcal{A}}\right)^{(\ell)} \mapsto \neg \gamma,(\mathfrak{J}: \text { accept })\right]
\]
we denote the probability that a run of the protocol along with an adversary \(\pi_{\mathcal{A}}\) (and a security parameter \(\ell\) ) produces a run that is not in \(\gamma\) but in which \(\mathfrak{J}\) (nevertheless) returns accept.

This probability should be negligible in terms of the security parameter. Hence intuitively, to prove the verifiability, we need to demonstrate that the probability that in a run of DeVoS , more than \(k\) votes of honest voters have been manipulated, but judge \(\mathfrak{J}\), nevertheless, accepts the run is bounded:

Proof. Assume that assumptions [A.1-4], as specified in Sec. 6.3.1, hold true. Then to prove Theorem 8.6.2, we need to show the following implication.

If the judge \(\mathfrak{J}\) outputs accept in a given protocol run of DeVoS (in which [A.1-4]) are satisfied), then there exist (valid) dishonest choices (vote \(\left.{ }_{i d}\right)_{i \in I_{d}}\) such that the election result equals \(\left(c_{\sigma(i)}\right)_{i \in I_{h} \cup I_{d}}\), where \(\left(\text { vote }_{i d}\right)_{i \in I_{h}}\) are the honest voters' choices and \(\sigma\) is some permutation.

This means that, due to the specification of \(\mathfrak{J}\) Figure 8.2, each NIZKP published on \(\mathfrak{B} \mathfrak{B}\) is valid.

Assume that we are in a run \(r\) of \(\operatorname{DeVoS}\) in which the \(\mathfrak{J}\) outputs accept in procedure 8.2. Then, due to the specification of \(\mathfrak{J}\), each NIZKP published on \(\mathfrak{B B}\) is valid.

Let \(\mathrm{v}_{\mathrm{id}}\) be an arbitrary honest voter who chose vote \({ }_{i d}\) and thus submitted ballot (ct', \(\pi_{\mathrm{Enc}}\) ) where \(c t^{\prime} \in \operatorname{Enc}\left(\mathrm{pk}\right.\), vote \(\left._{\mathrm{id}}\right)\). Let \(\mathrm{ct}^{\prime \prime}\) be ciphertext appended by the posting trustee PT to \(\mathrm{v}_{\mathrm{id}}\) 's vector list \({ }_{i}\) behind ct' (if any). Since each NIZKP is valid, due to the soundness of \(\pi_{\text {Enc }}\) (A.3), it follows that
(1) \(\mathrm{ct}^{\prime \prime} \in \operatorname{Enc}\left(\mathrm{pk}, \mathrm{c}^{*}\right)\) for some \(\mathrm{c}^{*}\), or
(2) \(\mathrm{ct}^{\prime \prime} \in \operatorname{ReEnc}\left(\mathrm{pk}, \mathrm{ct}^{\prime}\right)\)
holds true. In case (1), due to the knowledge soundness property of \(\pi_{\mathrm{Enc}}\) and the fact that PT posted a valid proof for \(\mathrm{ct}^{\prime \prime}\), it follows that PT knows a witness ( \(\mathrm{ssk}_{\mathrm{id}}, \mathrm{c}, r\) ) for the relation
\[
\left(\mathrm{vk}_{i}=f\left(\mathrm{ssk}_{\mathrm{id}}\right)\right) \wedge\left(\mathrm{ct}^{\prime \prime}=\operatorname{Enc}\left(\mathrm{pk}, \mathrm{c}^{*} ; r\right)\right) \wedge\left(\mathrm{c}^{*} \in \mathrm{cList}\right) .
\]

Since \(v_{i d}\) is honest, there exist two possibilities for PT to learn ssk \({ }_{i d}\) :
(1) extracting ssk \({ }_{i d}\) from \(\mathrm{vk}_{i}=f\) (ssk \({ }_{i d}\) ), or
(2) extracting \(s s k_{i d}\) from \(v_{i d}\) 's NIZKP \(\pi_{\text {Enc }}\) for \(\mathrm{ct}^{\prime}\).

Due to the one-way property of \(f\) (A.2) as well as the ZK property of \(\pi_{\text {Enc }}\) (assumption (V3)), we can deduce that case (1) can occur in at most a negligible set of protocol runs of DeVoS . Therefore, with overwhelming probability in the security parameter \(\ell\), we find that case (2) occurs. By the re-randomization property of \(\Pi^{\text {pke }}\) (assumption (V1)), it therefore follows via induction that the last ciphertext \(\mathrm{ct}_{i}\) in list \({ }_{i}\), which is \(\mathrm{v}_{\mathrm{id}}\) 's input to the subsequent tallying phase, encrypts \(v_{i d}\) 's choice, i.e., \(\operatorname{ct}_{i} \in \operatorname{Enc}\left(p k\right.\), vote \(\left._{\text {id }}\right)\).

Let \(\mathrm{v}_{\mathrm{id}}\) be an arbitrary dishonest voter and let \(\mathrm{ct}_{i}\) be the last ciphertext in list \({ }_{i}\). Due to the soundness of \(\pi_{\text {Enc }}\) (assumption (V3)), there exist two possible cases:
(1) \(\mathrm{ct}_{i}\) is a re-encryption of the previous ciphertext, or
(2) \(\mathrm{ct}_{i}\) is a fresh encryption of some vote \({ }_{i d} \in\) cList.

In case (1), we can again distinguish between the same cases for the previous ciphertext, and so on. Due to the re-encryption property of \(\Pi^{\mathrm{pke}}\) (assumption A.1), it therefore follows that \(\mathrm{ct}_{i} \in \operatorname{Enc}\left(\mathrm{pk}\right.\), vote \(_{i d}\) ) for some vote \({ }_{i d} \in \mathrm{cList}\).

From what we have shown above, we can deduce that (with overwhelming probability) the input to the tallying phase consists of ciphertexts \(\left(\mathrm{ct}_{i}\right)_{i \in I_{h} \cup I_{d}}\), where for each \(i \in I_{h}\) the respective ciphertext \(\mathrm{ct}_{i}\) encrypts \(\mathrm{v}_{\mathrm{id}}\) 's intended choice vote \({ }_{\mathrm{id}}\), and where for each \(i \in I_{d}\) the respective ciphertext \(\mathrm{ct}_{i}\) encrypts some vote \({ }_{i d}\).

In the next step in the tally phase, mix-nets shuffle the list \(\mathbf{L}_{1}\) contains valid ballots on the bulletin board and outputs the second list \(\mathbf{L}_{2}\) along with the proof of shuffle, \(\pi_{\text {Shuffle }}\). Since the judge accepted the protocol run, the mix server's NIZKP \(\pi_{\text {Shufle }}\), (step 4 in Figure 8.2) is valid. Due to the soundness of \(\pi_{\text {Shuffle }}\) (A.3), it follows that (with overwhelming probability) there exists some permutation \(\sigma\) such that for each \(i \in\left[n_{\mathrm{v}}\right]\), we
have that \(\mathrm{ct}_{i}^{\prime} \in \operatorname{ReEnc}\left(\mathrm{pk}, \mathrm{ct}_{\sigma(i)}\right)\). Due to the re-encryption property of \(\Pi^{\mathrm{pke}}\) (A.1) and the bijective property of \(\sigma\), we can deduce that for each honest voter \(\mathrm{v}_{\mathrm{id}}\), there exists \(\mathrm{ct}_{j}{ }_{j}\) in the output \(\mathbf{L}_{2}\) of mix server \(\mathfrak{m i x . s}\) such that \(\mathrm{ct}_{j} \in \operatorname{Enc}\left(p k\right.\), vote \(\left.{ }_{i d}\right)\), where vote \({ }_{i d}\) is \(v_{i d}\) 's original choice; analogously for the dishonest voters.

Since the judge accepted the protocol run, the decryption trustee's NIZKPs \(\pi_{\text {Dec }}\) and \(\pi_{\text {Dec }}^{f}\) (if any) are valid (Step 5 in 8.2). Due to the soundness of \(\pi_{\text {Dec }}\) and \(\pi_{\text {Dec }}^{f}\) (A.3), it follows that (with overwhelming probability) there exists sk such that (pk,sk) \(\in\) Kgen and \(\left[\mathrm{m}_{j}\right]_{j \in\left[n_{\mathrm{v}}\right]}=\operatorname{Dec}\left(\mathrm{sk}, \mathrm{L}_{2}\right)\) and \(m_{j} \in \mathrm{cList}\) for each index \(j\) in the list \(\mathrm{L}_{2}\). Because the encryption scheme is correct (A.1), we can eventually conclude that there exist valid choices \(\operatorname{vote}_{\mathrm{id}}\left(i \in I_{d}^{\prime} \subseteq I_{d}\right)\) and a permutation \(\sigma\) such that res \(=\left(\mathrm{c}_{\sigma(i)}\right)_{i \in I_{h} \cup I_{d}^{\prime}}\),

\section*{Chapter 9}

\section*{Risk-Limiting Tallies}

Consider an election in where some candidates receive few or no votes, as frequently occurs in real elections. As an example, consider a first-past-the-post Student Rep Election with four candidates \(\mathcal{A}, \mathcal{B}\), and \(\mathcal{C}, \mathcal{D}\), with popularity ratings of \(49.9 \%, 49.9 \%, 0.1 \%\) and \(0.1 \%\), respectively. \(\mathcal{C}\) and \(\mathcal{D}\) have a negligible chance of winning and \(\mathcal{A}\) and \(\mathcal{B}\) have a high but equal chance of the other. Consider the following scenario: your boss, or someone with the power to penalize you, would ask you to vote for \(\mathcal{D}\), the candidate that no one has likely voted for, but your preferred candidate is \(\mathcal{A}\). What would you do? You have two choices:
i. The first choice would be to give up on your preference and vote \(\mathcal{D}\). We may believe that voting for the low-support candidate \(D\) is unlikely to result in \(\mathcal{D}\) 's win. However the situation is more difficult than it appears at first sight. Because, by taking away votes from \(\mathcal{A}\), the primary opponent of \(\mathcal{B}\) (the coercer's preferred candida), the coercer is performing an abstention attack. Simply put, the coerced voter is forced to support \(\mathcal{B}\) by voting for \(\mathcal{D}\).
ii. You can vote for \(\mathcal{A}\) and face the chance that if no one votes for \(\mathcal{D}\), you will be punished, which has a high possibility. (There is a high probability that you will be punished if no one votes for it.)

As the example shows, there are some situations in which even the most powerful and secure e-voting protocol cannot protect the voter from coercion. In this type of situation, Risk-Limiting Tallies (RLT) are a mechanism that safeguards' voters. The concept is simple: only a random subset of ballots is revealed during the tally phase, while the remaining remain masked. Then coerced voters can always claim that they followed all of the instructions, but their ballots were masked. In other words, they have plausible deniability. This chapter, presents our research on a new method in risk-limiting tally for voting systems involving complex ballot forms.
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Risk-Limiting Tallies (RLT), which reveal only a random sample of ballots, have previously been proposed as a method of mitigating certain coercion threats [164]. While masking some ballots provides plausible deniability for coerced voters, risk-limiting techniques ensure that the required level of confidence in the election result is achieved. RLV extended this approach by masking a random subset of receipts or trackers.

This chapter shows how the RLT approach can be generalised and made more flexible and practical by masking at a finer granularity: at the level of ballot components.

We focus on elections with complex ballots, in which RLT may be vulnerable to pattern-based vote-buying. We propose several measures of verifiability and resistance to coercion and investigate the performance of several sampling/masking strategies against these measures. Additionally, we define new quantitative measures for the level of coercion resistance in the lack of plausible deniability and vote-buying resistance in the absence of "free lunch" vote sellers. Additionally, we will discuss the privacy breached by such masked ballots, including their coercion-resistance and receipt-free nature. These results and the various ballot masking strategies, are relevant for all elections that publish ballots for auditing, verification, or transparency purposes.
Outline. The outline of this chapter is as follows; After an introduction in Section 9.1 Section 9.2 explain the idea of partially masking ballots. Section 9.3 describes how RLT can be used in masked RLT and RLV. Section 9.4 present our result for in distinguishing distance between randomly masked ballots. Section 9.5 considers quantitative gamebased notions of privacy, coercion-resistance, and receipt-freeness. Section 9.6 concludes. We would like to emphasize that the research presented in this chapter was previously published in (E-Vote-ID-2021) \({ }^{1}\) [227].

\subsection*{9.1 Introduction}

Some voting systems, including many E2E verifiable systems and some conventional elections, such as some Australian elections, publish ballots (plaintext). If these ballots are suitably anonymised, by for example verifiable mixes published on a bulletin board, then this is typically quite safe. But in some contexts, revealing such information may be problematic: certain corner cases, such as unanimous votes or absence of any votes for a candidate and coercion threats, such as signature attacks.

\footnotetext{
\({ }^{1}\) The International Conference for Electronic Voting
}

In [164] the idea of Risk-Limiting Tallies (RLT) and Risk-Limiting Verification (RLV) was proposed to mitigate such threats. The idea is to shroud a proportion of the (anonymised) votes so voters can plausibly claim to have complied with the coercer, even though no votes appear for the candidate demanded by the coercer or no ballot with the pattern demanded by the coercer shows up in the tally. The proportion left shrouded can be adjusted using risk-limiting techniques to ensure that the confidence in the announced outcome achieves the required threshold, e.g. \(99 \%\). The idea extends to the verification aspects: shrouding some proportion of receipts or trackers. This proves particularly effective in for example the Selene scheme to counter the "sting in the tail": the coercer claiming that the voter's fake tracker is his own.

In this paper, we note that despite the pleasing features of the constructions of [164], there are still some drawbacks, in particular if the ballots are rather complex. Moreover, while RLT may disincentivize coercion, there may still be an incentive for vote-buying: the voter might still cast the required pattern vote in the hope that it will be revealed.

Further, it has been suggested that RLT is arguably undemocratic in that some voters' ballots do not contribute to the final tally.

The second objection can be countered by arguing that every vote has an equal probability of being included in the count. The outcome will be a correct reflection of all votes cast with whatever confidence level is required. Nonetheless, it is an aspect that some people find troubling and thus is worth addressing. A pleasing side effect of our construction is that all ballots are treated equally.

These observations suggest exploring different ways to apply RLT and RLV when ballots are complex: rather than shrouding entire ballots at random, we shroud, at random, some preferences on each ballot. In effect we are filtering the tally horizontally rather than vertically. This hits both of the issues above: the chance any given pattern remains identifiable after the filtering is reduced, and every ballot contributes to the outcome, albeit not necessarily to every contest. In the full tally construction below, every ballot contributes fully to the announced outcome, but we shroud the link between the tracker and some components of the ballots. For tracker-based schemes, the voters can verify some but not all of their selections. This paper seeks to quantify these effects and explore trade-offs among them.

Our techniques allow us to state and prove bounds on the number of voters an adversary can attack using pattern-based or "signature" attacks. firs, note that assigning the same or similar, complex ballot pattern to many voters is counterproductive for the adversary. If even a few voters comply, the rest can point to the signature ballots that already appear and claim compliance. Thus, an adversary who wants to influence many voters with a signature attack must be able to produce many distinguishable ballot patterns. This observation motivates us to prove lower and upper bounds on the number of distinguishable patterns an adversary can construct. We prove these bounds using a connection to a well-studied problem in the theory of error-correcting codes.

This ballot-masking method and its privacy implications are interesting not only for RLT and RLV but for all schemes where all or some ballots are published for auditing, verification, or transparency. For example, Colorado is currently redacting cast-vote records (CVRs) by removing entire CVRs, e.g., for rare ballot styles; partial masking has been considered an alternative. We note, however, that masking parts of the ballot might make it hard to detect ill-formed, e.g., over-votes etc.

We also note that this idea has similarities to the SOBA constructions for Risk-LimitingAudits (RLAs), [38], which also publishes each audited ballot "disassembled" into different contests, In contrast, the auditors will see the intact ballot. The VAULT approach [37]
also uses homomorphic encryption of the cast-vote records to achieve the SOBA goals more easily. (VAULT was used for the first time in a risk-limiting audit in Inyo County, California, in 2020.) The purpose and underlying cryptographic constructions are quite different, but our analysis also applies to these cases applies.

We can separate ballots into atomic parts for some tally algorithms and reveal them independently after anonymising them, effectively counting signature attacks. However, that reduces public transparency and may reduce public confidence in the election result.

For Selene, where voters verify their votes via trackers, this separation provides a method to verify without revealing individual ballots: we simply assign a distinct tracker to each ballot element. Voters can then verify some or all components of their ballot using those trackers. A coerced voter could use the Selene tracker-faking mechanism to assemble a ballot that matches the coercer's instructions. Technically this is straightforward but from usability, standpoint seems problematic. Moreover, even if the voter was prepared to concoct such a fake ballot, the necessary ingredients might not be available, so coercion threats remain. The probability that one of the atomic trackers is the same as the coercer's increases. Thus it makes sense to look for alternatives.

Below, we present the main ideas and analyse differences in privacy, coercion-resistance, and receipt-freeness for the different methods.

\subsection*{9.2 Masking Complex Ballots}

Many elections use simple plurality voting: the voter selects at most one candidate from a set, in the simplest case, a referendum, choosing between "yes" and "no." The \(k \geq 1\) candidates who get the most votes win, or the candidate(s) win at least a threshold fraction of the valid votes. The next level of complexity is single-winner plurality, aka "first past the post." More complex social choice functions and correspondingly more complex ballots are common. Perhaps the next level in complexity is approval voting. The voter can cast votes for several candidates for a single office, and multi-winner plurality, in which a voter can vote for up to \(k\) candidates for \(k\) offices. In some cases, voters may have a quota of votes and are allowed to cast more than one vote for a given candidate, up to some limit. Some methods allow voters to give a preference ranking to the candidates, which can then be translated into "points", which are then totaled, and these rankings are later converted to points, \(k\) points for the first preference, \(k-1\) for the second and so on. In all these cases, the votes for each candidate are added up, and the one with the most votes wins.

All the above are what we call separable voting methods; that, is, how the components of the ballots are grouped into the individual ballots does not affect the outcome. Consequently we can separate the components and forget any information about to how they were originally grouped, at least if we have some method assuring that the ballots were well-formed. Some voting methods are not separable in this sense; prime examples are Single Transferable Votes (STV) and Instant Runoff.

Common to all of these social choice functions, if the ballots are published, the number of ways a ballot can be filled grows exponentially, meaning that they are vulnerable to signature attacks (also known as "Italian" attacks),i.e., a coercer chooses a particular, unlikely, pattern, instructs the victim to mark a ballot with that pattern and checks whether a ballot with that pattern appears in the tally.

Let us assume that the ballots are of the following form:
\[
\left(v_{1}, v_{2}, \ldots, v_{k}\right): v_{i} \in \mathrm{cList}
\]
with \(k\) the number of candidates and \(v_{i}\) taking values from a specified set of the candidate list. cList might, for example, just be \(\{0,1\}\) or a set of integers plus a blank: \(\{1, \ldots, s\}\) \(\cup\) \{blank\}.

In many types of elections, these ballot-level selections, or subsets thereof, will reappear as part of the tally procedure (e.g. in electronic mixnet tallies), as part of an audit trail or for transparency (electronic scans of paper ballots), in Risk-Limiting Audits using samples of votes, or verification procedures (e.g. in tracker-based schemes such as Selene). However, the mapping between the published votes and the voter is normally anonymised to preserve privacy.

As mentioned above, revealing these ballots may endanger the receipt-freeness of the election. With Masked Tallies, introduced here, only parts of each ballot are revealed:
\[
\left(\operatorname{mask}_{i 1}\left(v_{1}^{(i)}\right), \operatorname{mask}_{i 2}\left(v_{2}^{(i)}\right), \ldots, \operatorname{mask}_{i k}\left(v_{k}^{(i)}\right)\right) \text { for } i=1, \ldots, n_{\mathrm{v}}
\]

The functions mask \({ }_{i j}\) are either the identity, displaying the component of the vote, or a constant, .e.g., \(* \notin\) cList, masking the component and \(n\) is the number of ballots cast.

Risk-Limiting Tallies [164] involved unmasking as many randomly selected ballots as needed to determine the election result with a chosen risk limit. The remaining ballots were kept completely masked. Here we suggest a generalization, allowing partial masking of the ballots, and we will discuss the impact on risk limits, privacy, coercionresistance, and resistance to vote-buying.

\subsection*{9.3 Partially Masked RLTs and RLVs}

Before extending these to general masks, we reprise risk-limiting tallies and verification, RLT and RLV [164]. But, first, we recapitulate the idea of tracker-based verification in terms of Selene.

\subsection*{9.3.1 Selene}

Selene \((\Sigma \varepsilon \lambda \dot{\eta} v \eta)^{2}\), introduced by Peter Ryanet al. [225], is an e-voting protocol that puts voters' choices in the clear on the \(\mathfrak{B B}\) while providing a unique private tracking number that allows voters to verify their vote. Furthermore, establishing a level of coercionresistance ensures that the voters only learn their tracking numbers after the votes have been posted. The resulting scheme provides receipt-freeness, a good level of coercionresistance while also providing a more immediately understandable form of verifiability. We briefly mention the protocol here, and for more details on the subject we refer to [225].

Cryptographic primitives Selene relies on the following primitives: signature scheme 2.7.4, ElGamal encryption scheme 2.7.2.1 and verifiable re-encryption mix protocols, the FiatShamir heuristic in RO model 3.8.4 and Pederson Commitment 2.7.1.
Protocol participants. Selene is run among the following participants: voting authority \(\mathfrak{A} \mathfrak{u t h}\), bulletin board \(\mathfrak{B B}\), mix server \(\mathfrak{m i x} \cdot \mathfrak{s}\), tellers \(\mathfrak{T}\), and voters \(\mathrm{v}_{1}, \ldots, \mathrm{v}_{n_{v}}\).

\footnotetext{
\({ }^{2}\) In Greek mythology, \(\Sigma \varepsilon \lambda \dot{\eta} v \eta\) means moon
}

Protocol description. Selene has the following phases:
Set up. The election authority runs the key generation algorithm of ElGamal encryption scheme, to generate the pair of keys for the election and publish them on the bulletin board along with the election parameter:
\[
\text { key }_{\text {election }}=(\mathrm{PK}, \mathrm{SK}) ; \mathrm{PK}=\left(\mathbb{G}, g, h, \mathrm{pp}_{\text {election }}\right), \mathrm{SK}=(x)
\]
and then in the next step for all voters, \(\mathrm{v}_{1}, \ldots, \mathrm{v}_{n_{v}}\) a pair of key is assigned:
\[
\mathrm{v}_{i}:\left(h_{i}, \mathrm{sk}_{i} ; h_{i}=g^{\mathrm{sk}}\right)
\]

\section*{Generating the tracking number.}
1. The election trustee publicly creates a set of tracker numbers \(\operatorname{tr} \mathrm{n}_{j}\) for \(j=1 \ldots, n_{\mathrm{v}}\), computes \(g^{\text {tr. } n_{j}}\) and generate a list, \(\mathrm{L}^{*}=\left\{\left\{g^{n_{j}}\right\}_{\mathrm{pk}}\right\}_{j}\) where \(\left\{g^{n_{j}}\right\}_{\mathrm{pk}}=\) EIGamal.Enc \(\mathrm{pk}\left(g^{n_{j}}\right)\).
\[
\begin{equation*}
\mathrm{L}^{*}=\left\{n_{j}, g^{n_{i}},\left\{g^{n_{j}}\right\}_{\mathrm{pk}}\right\} \tag{9.1}
\end{equation*}
\]
2. Then the list \(L\) is put through a sequence of verifiable re-encryption and permutation mixnet to obtain the new list \(\mathrm{L}=\left\{g^{n_{\sigma i}}\right\}_{\text {pk }}\).
3. Each component from the list L is assigned to each voter public key \(h_{i}\)
\[
\begin{equation*}
\left(\mathrm{v}_{i}:\left(h_{i}, \mathrm{sk}_{i}\right),\left\{g^{\left.\mathrm{tr} \cdot \mathrm{n}_{\sigma i}\right\}}\right\}\right. \tag{9.2}
\end{equation*}
\]

\section*{Generating the commitment:}
1. The tellers \(\mathfrak{T}_{1}, \ldots, \mathfrak{T}_{t}\), distributively, generate the trapdoor commitments:
2. For \(j=1, \ldots, t\) the teller \(\mathfrak{T}_{j}\) choose \(n_{v}\) random numbers \(\mathrm{r}_{i j}\) for each voter \(\mathrm{v}_{j}\) and encrypt \(h_{i}^{r_{i}}\). At the end of this step, for each voter \(\mathrm{v}_{i}, t\), ciphertexts are generated:
\[
\left(v_{i}, h_{i}\right):\left[\left\{h_{i}^{r_{i 1}}\right\},\left\{h_{i}^{r_{i 2}}\right\}, \ldots,\left\{h_{i}^{r_{i t}}\right\}\right]
\]
by exploiting the multiplicative homomorphic property of ElGamal cryptosystem we obtain:
\[
\begin{aligned}
& \left\{h_{i}^{r_{i}}\right\}=\prod_{j=1}^{t}\left\{h_{i}^{\mathrm{r}_{i j}}\right\}=\left\{h_{i}^{\mathrm{r}_{i}=\sum_{j=1}^{t} \mathrm{r}_{i j}}\right\} \\
& \left\{h_{i}^{\mathrm{r}_{i}}\right\} \cdot\left\{g^{n_{\sigma i}}\right\}=\left\{h_{i}^{r_{i}} \cdot g^{\operatorname{tr} \cdot n_{\sigma i}}\right\}
\end{aligned}
\]

Note that the tellers must keep their \(g^{r_{i j}}\).
3. Next the teller by decrypting the term \(\left\{h_{i}^{r_{i}} \cdot g^{\text {tr. }_{\sigma i}}\right\}\), retrieves Com \(_{i}=\mathrm{r}_{i} \cdot\) tr. \(_{\sigma i}\). We consider \(\mathrm{Com}_{i}\) as a commitment of voter's tracking number which in fact is Pedersen commitment to value \(n_{i}\).
4. Now they publish the following terms for each voter:
\[
v_{i}:\left(h_{i},\left\{g^{\text {tr.n.n }}\right\}, \operatorname{Com}_{i} \cdot g^{\operatorname{tr} . n_{\sigma i}}, .\right)
\]

All these steps have been done in a verifiable way, meaning that each step is provided with zero-knowledge proofs, (for simplicity, we will not mention details.) The last entry is left blank for the vote.

Voting. In this step, every voter \(\mathrm{v}_{i}\) encrypt their choice, \(\left\{\right.\) vote \(\left._{i}\right\}\), sign it (to avoid ballot stuffing[12]) and casts their vote in the form:
\[
\left(\operatorname{sign}\left(\left\{\operatorname{vote}_{i}\right\}_{\mathrm{pk}_{T}}\right), \pi_{i}\right)
\]
where \(\pi_{i}\) is a non-interactive proof of knowledge of the plaintext to ensure ballot independence \([16,35,13\) ] and prevent an attacker from copying and re-encrypting a previously cast a vote as their own. The voter sends their ballot to the bulletin board. The bulletin board checks the signature and the proof before publishing the ballot :
\[
\left(\mathrm{v}_{i}, h_{i},\left\{g^{\left.\left.\left.{\mathrm{tr} . \mathrm{n}_{i}}\right\},\left(h_{i}^{\mathrm{r}_{i}} \cdot g^{\mathrm{tr} . \mathrm{n}_{\sigma i}}\right),\left(\left\{\operatorname{vote}_{i}\right\}_{\mathrm{pk}_{T}}, \pi_{i}\right)\right), ~()^{2}\right)}\right.\right.
\]

The second and fourth components are taken out and put through verifiable reencryption mix-nets and threshold decrypted for each voter. We then obtain the list of pairs:
\[
\left(\operatorname{vote}_{i}, n_{\sigma i}\right)
\]

Revealing the trackers. After the trackers and votes have been published on \(\mathfrak{B B}\), each teller \(\mathfrak{T}_{j}\) sends \(g^{r_{i j}}\) to the voter via a private channel for suitable amount of time. Each voter combine the randomness to obtain,
\[
\prod_{j=1}^{t} g^{r i, j}=g^{r_{i}}
\]
which is the \(\alpha\)-term of the ElGamal encryption under the voter's public key. Now the voter has both components:
\[
\begin{aligned}
& \operatorname{Enc}_{\mathrm{pk}_{i}}\left(g^{n_{i}} ; \mathrm{r}_{i}\right)=\left(\alpha_{i}, \beta_{i}\right) \\
& \qquad \begin{array}{l}
\alpha_{i}=\prod_{j=1}^{t} g^{\mathrm{ri}, j}=g^{\mathrm{r}_{i}} \\
\\
\quad \beta_{i}=\operatorname{Com}_{i}=h_{i}^{\mathrm{r}_{i}} \cdot g^{n_{\sigma j}} \\
\\
\Rightarrow \operatorname{Dec}_{\mathrm{sk}_{i}}\left(\alpha_{i}, \beta_{i}\right) \mapsto g^{\sigma i}
\end{array}
\end{aligned}
\]

And by having the value \(g^{n_{\sigma i}}\) voter, she can find her number \(n_{\sigma i}\) from the list 9.1 and verify her vote.

We reprise risk-limiting tallies and verification, RLT and RLV [164], before extending these to general masks. Now we recapitulate the idea of tracker-based verification in terms of Selene.

According to the above description, assume that votes are encrypted componentwise; at, the end of the mixing we will have encrypted votes and trackers that have been mixed verifiably in parallel on the bulletin board:
\[
\left(\left\{\operatorname{tr} . \mathrm{n}_{i}\right\}_{\mathrm{pk}},\left(\left\{v_{1}^{(i)}\right\}_{\mathrm{pk}},\left\{v_{2}^{(i)}\right\}_{\mathrm{pk}}, \ldots \ldots .\left\{v_{k}^{(i)}\right\}_{\mathrm{pk}}\right)\right)
\]

These ballots can now be verifiably decrypted to reveal the vote/tracker pairs that the voters can check, and anyone can compute the tally directly on the plaintext votes.

\subsection*{9.3.2 RLTs and Verification with Partially Masked Ballots}

In the original approach to RLT (where ballots are without trackers) and RLV (with trackers for individual verification), see [164], the idea was only to decrypt a random subset of the ballots. The number decrypted is controlled by a risk-limit that bounds the probability that the announced election result will be wrong.

In the new masked RLV and RLT approach, we reveal randomly selected ballots' components (and RLV trackers). If there is more than one contest on the ballot, the contests can be treated independently. How much we reveal will again be governed by a specified risk limit, as in [164]. A natural choice is to first decrypt \(m\) of each ballot's \(k\) entries at random and increase \(m\) if necessary to meet the risk limit. This is the simplest and will be used in the analysis below. In practice, it may make sense to change the rate of openings per candidate dynamically, e.g. if a candidate is popular, we might be able to decrease the rate of the unmasking of votes for that candidate, maintaining the risk limit while improving coercion-resistance.

Using this masked approach for RLV with tracker verification masking means that only parts of the ballot can be verified. Still, unlike to the original RLV, every voter can verify something. We will quantify how much.

\subsection*{9.3.2.1 Full Tally with Partial Verification (FTPV)}

A social choice function is separable if, for tallying purposes, each vote's components can be considered separately. For example, plurality, approval, and Borda count are separable; instant-runoff voting and single transferrable vote are not. For separable social choice functions, it is possible to compute the full tally, i.e. achieve \(100 \%\) confidence in the outcome while partially masking selections. For each ballot, we randomly select some components. All selected components for all ballots are gathered in another part of the \(B B\) and subjected to a full, component-wise shuffling before decryption. Then, their positions in the original ballots are replaced by \(*\). Thus, the way these selected components appeared in the original ballots is lost.

The FTPV approach above might still hit corner cases, for instance, if no vote was cast for a particular candidate. This suggests using a hybrid approach in which we use the approach above but reveal a random subset of the components separated from the ballots. Thus, we reveal enough of each ballot linked to the tracker to make verification meaningful while mitigating coercion threats. A larger portion of the ballots is revealed without a link to the trackers to attain the required risk limit tally

\subsection*{9.3.2.2 Masked Audited Tallies}

An interesting option for efficient computation of complex social choice functions is to use the unmasking to challenge the correctness of the tally. At the same time, partial homomorphic encryption is efficient for calculating the sum of votes, while more complex functions are less efficient. However, randomly revealed (previously mixed) plaintexts could be used to audit the correctness of the computation of the election result on encrypted data. One example is the possibility of encrypting the data with both multiplicative ElGamal and additive Paillier for efficient computations. Normally, it is hard to prove that the plaintexts are equal, but masking can be directly checked for the revealed plaintexts. This gives guarantees of the integrity of the tally against risk-adverse adversaries.

\subsection*{9.4 Distinguishing Distance and Applications to Signature Attacks and Individual Verifiability}

In [227] we define a metric on the set of complex ballots that characterizes how well pairs of strings can be distinguished under random masking. We then observe that this metric is a monotone transformation of the Hamming distance used in coding theory in some cases. We also precisely characterize the cases when this occurs. Next, we use the connection to coding theory to answer the following question: how many simultaneous signature attacks can a coercer and/or vote-buyer launch result in Theorem 9.4.1. Finally, we give another application of the distinguishing distance: we use it to quantify the effect of a masking strategy on individual verifiability (See 9.3).

Here we briefly describe our result related to distinguishing distance, and for more details on the concept and proof of the theorem, we refer to [227]. \({ }^{3}\) Therefore, we prove the following theorem to establish our bounds on the number of simultaneous signature attacks under a pairwise distinguishability constraint.

Theorem 9.4.1. For every finite set \(c\) List, for every \(k \in \mathbb{N}\), for every probability distribution \(p_{S}\) on subsets of \(\{1, \ldots, k\}\) satisfying
\[
\exists(r(0), \ldots, r(k)) \forall s, p_{S}(s)=\frac{r(|s|)}{\binom{k}{|s|}},
\]
for every \(q \in\left[0,1-p_{S}(\phi)\right]\), let \(r_{\max }\left(\mathcal{V}, k, p_{S}, q\right)\) denote the size of the largest collection \(\left\{x_{1}, \ldots x_{r}\right\}\) with the property \(\forall i \neq j, d_{p_{S}}\left(x_{i}, x_{j}\right) \geq q\). Then
\[
\frac{|\mathcal{V}|^{k}}{\sum_{j=0}^{g_{p_{S}}(q)-1}\binom{k}{j}(|\mathcal{V}|-1)^{j}} \leq r_{\max }\left(\mathcal{V}, k, p_{S}, q\right) \leq \frac{|\mathcal{V}|^{k}}{\sum_{j=0}^{\left\lfloor\left(g_{p_{S}}(q)-1\right) / 2\right\rfloor}\binom{k}{j}(|\mathcal{V}|-1)^{j}}
\]

In the above theorem, \(\mathcal{V}=c\) List refers to the possible votes \(\mathcal{V}=c\) List, and we consider the complex ballots with \(k\) components taken from the set \(\mathcal{V}\); thus, the set of possible ballots is \(\mathcal{V}^{k}\). We ignore here any constraints on what constitute valid ballots. For \(x \in \mathcal{V}^{k}\) and \(S \subset\{1, \ldots, k\}\), we denote by \(x_{S}\) the substring of \(x\) on the positions in \(S\).
Quantifying the Effect of Masking on Individual Verifiability. We also quantify the effect of a particular masking strategy, specified by the probability distribution \(p_{S}\), on individual verifiability. We propose the following quantity:3
\[
\begin{equation*}
I V\left(p_{S}\right)=\inf _{x \neq y \in \mathcal{V}^{k}} d_{p_{S}}(x, y) \tag{9.3}
\end{equation*}
\]

This quantity takes values between 0 and 1 , where \(I V\left(p_{S}\right)=1\) means that the masking strategy \(p_{S}\) leaves the individual verifiability of the underlying voting protocol invariant, while \(I V\left(p_{S}\right)=0\) means that the masking strategy \(p_{S}\) destroys any individual verifiability that was present in the underlying voting protocol.

One attractive feature of this setup is that an individual voter does not need to know the distribution \(p_{S}\).

\footnotetext{
\({ }^{3}\) Due to the fact that the author of this thesis was not the primary contributor to this part, we only refer to the subject and will not give the details in this manuscript.
}

For distributions \(p_{S}\) that satisfy \(\exists(r(0), \ldots, r(k)) \forall s, p_{S}(s)=\frac{r(|s|)}{(|s|)}\), we propose a simple formula for \(I V\left(p_{S}\right)\) :
\[
I V\left(p_{S}\right)=\sum_{j=0}^{k-1} \frac{\binom{k-1}{j} r(j+1)}{\binom{k}{j+1}}=\sum_{l=1}^{k} \frac{l}{k} r(l) .
\]

\subsection*{9.5 Quantitative Privacy-Type Properties}

We now want to measure and compare privacy properties for different masked tally methods. When computing concrete values we will consider approval voting with \(k\) candidates only 0 or 1 is allowed for each candidate, without any overall constraint, \(\left(v_{1}, \ldots, v_{k}\right) \in\{0,1\}^{k}\). For the \(n\) honest voters we assume for simplicity that the probability to vote \(\nu_{i}=1\) is \(p_{i}\) and these probabilities are independent. As a special concrete case we consider a student election with \(n=1001\) voters (one voter is under observation), \(k=5\) candidates with probabilities ( \(0.6,0.4,0.01,0.01,0.01\) ), i.e. two popular candidates and three unpopular.

\subsection*{9.5.1 Privacy}

We first consider the quantitative \(\delta\)-privacy definition from [183] (See 6.2.3). The main other quantitative privacy definition is [45], but it is less suited considering signature attacks. We mention that in definition 40 , the value \(\delta\) will depend on the chosen vote distribution, and we see that it is especially relevant to penalize signature attacks: if we assume that there is a vote choice \(v^{*}=\left(v_{1}^{*}, \ldots, v_{k}^{*}\right)\) which rarely gets selected and has a probability close to zero, then an unmasked tally which reveals all cast plaintext ballots, even in anonymised form, will have \(\delta=1\) (when the adversary simply checks if \(v^{*}\) appears).

Full Ballot Disclosure. When we reveal all ballots, we can consider the case where the observer tries to distinguish a voter casting the most unpopular vote vs the most popular vote, as in a signature attack. That is, in the definition we let \(v_{0}^{O}=\left(\nu_{1}, \ldots, v_{k}\right)\) with \(v_{i}=\) 1 if \(p_{i} \leq 1 / 2\) and \(v_{i}=0\) if \(p_{i}>1 / 2\), and we have \(v_{1}^{O}=\left(1-v_{1}, \ldots, 1-v_{k}\right)\). Denote the corresponding probability \(p_{\text {min }}\). Now a good strategy is simply to check if at least one ( \(\nu_{1}, \ldots, \nu_{k}\) ) appears in the disclosed ballots, and the algorithm then outputs " 1 ". This means
\[
\operatorname{Pr}\left[\left(\pi_{0}\left\|\pi_{\mathrm{v}_{\text {obs }}}\left(v_{0}^{O}\right)\right\| \pi_{\nu}\right)^{(l)} \rightarrow 1\right]=1,
\]
but \(\left(\pi_{\mathrm{O}}\left\|\pi_{\mathrm{v}_{\text {obs }}}\left(\nu_{1}^{O}\right)\right\| \pi_{\nu}\right)\) will also output " 1 " if another voter chooses \(\nu_{0}^{O}\). This happens with probability \(1-\left(1-p_{\min }\right)^{n_{h}}\). We conclude that \(\delta \geq\left(1-p_{\min }\right)^{n_{h}}\). For the case of the student election we have that \(v_{0}^{O}=(0,1,1,1,1)\) with \(p_{\text {min }}=0.4^{2} \cdot 0.01^{3}=1.6 \cdot 10^{-7}\). Thus for \(n_{h}=1000\) we have \(\delta \geq\left(1-p_{\text {min }}\right)^{n_{h}} \approx 0.99984\), i.e. close to 1 .

Result Only. We now consider the case where we only reveal the overall result
\[
\text { res }=\left(r_{1}, \ldots, r_{k}\right)
\]

In this case we can follow an analysis close to [183, 184] for calculating \(\delta\). For every possible result \(r\) we calculate the probability that the result happened if the observed
voter cast \(v_{0}^{O}\) or \(v_{1}^{O}\). The algorithm will then output one if the former probability is larger. We get
where
\[
M_{v_{0}^{o}, \nu_{1}^{o}}^{*}=\left\{r \in \mathcal{R}: A_{r}^{\nu_{1}^{o}} \leq A_{r}^{\nu_{0}^{O}}\right\},
\]
and \(\mathcal{R}\) is the set of all possible results of the election. at the same time, \(A_{r}^{\nu}\) denotes the probability that the choices of the honest voters yield the result \(r\) given that \(\mathrm{v}_{\text {obs }}\) 's choice is \(v\). These probabilities can explicitly be calculated since each candidate count from the honest voters, \(X_{i}\), is binomially distributed, \(X_{i} \sim B D\left(n_{h}, p_{i}\right)\). We thus have
\[
A_{r}^{v}=\mathbb{P}\left(X_{1}=r_{1}-v_{1}\right) \cdots \mathbb{P}\left(X_{k}=r_{k}-v_{k}\right)=\prod_{i=1}^{k}\binom{n-1}{r_{i}-v_{i}} p_{i}^{r_{i}-v_{i}}\left(1-p_{i}\right)^{n-r_{i}+v_{i}-1}
\]

RLT. In the original RLT method, we keep a certain fraction, \(f_{\text {blind }}\), of the ballots hidden, that is \(\left(1-f_{\text {blind }}\right) n\) ballots are published. Let's consider the optimal algorithm from the full ballot disclosure and the corresponding \(\delta_{\text {full }}\). We see that \(\delta=\left(1-f_{\text {blind }}\right) \delta_{\text {full }}\) since the probability that the observed voter's ballot is hidden is \(\left(1-f_{\text {blind }}\right)\).

Masked RLT. We now consider the case of masked RLTs where we release all ballots but with only \(m\) out of \(k\) components unmasked. A good strategy to lower bound \(\delta\) is to count the number \(N_{b}\) of colliding ballots \(v\) which satisfy
\[
\operatorname{mask}_{\nu} v=\operatorname{mask}_{\nu} v_{b}^{O} \text { for } b=0,1
\]

We choose \(v_{0}^{O}\) as the most unlikely ballot, as above and take \(\nu_{1}^{O}\) as the opposite ballot to discriminate optimally between the two counts. The main distinguishing power comes from \(N_{0}\), and we let the distinguishing algorithm output " 1 " if the probability of the honest voters casting \(N_{0}-1\) colliding votes is higher than getting \(N_{0}\) collisions. The probability for each honest voter to have a collision is
\[
p_{\text {col }}=\binom{k}{m}^{-1} \cdot \sum_{1 \leq i_{1}<i_{2}<\ldots<i_{m} \leq k} p_{i_{1}} \ldots p_{i_{m}}
\]
and \(N_{0} \sim B D\left(n_{h}, p\right)\), where \(p_{i}\) is the probability of a match in the \(i\) th candidate. In [227] we analyse the above probability formula for the student election example \({ }^{4}\). The algorithm above will then simply give the probability at the mode of the binomial distribution with \(p_{\text {col }}\). For \(m=3\) we find \(\delta \geq 0.6\) for the student election.

\subsection*{9.5.2 Coercion-Resistance and No Deniability}

We now analyse the coercion-resistance level, as defined in Coercion-Resistance [181](See 39) each technique provides. However, since plausible deniability is an essential factor for the usability of coercion-resistance mechanisms, we consider the following definition to measure this aspect.

\footnotetext{
\({ }^{4}\) Due to the fact that the author of this thesis was not the primary contributor to this part, we only refer to the subject and will not give the details in this manuscript.
}

The level of the plausibility of a voter claiming to have followed the coercer while actually following the counter-strategy, relates to the probability of false positives when the coercer tries to determine if the voter disregarded the instructions. In the following we assume that the coercer outputs 1 when blaming the voter without loss of generality. We now want to define the maximal probability of getting caught without any deniability, i.e. we consider the case where \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\pi_{\mathrm{v}_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]=0\) or negligible, i.e. the coercer only uses strategies where he never blames an honest voter.
Definition 50. An e-voting protocol \(S\) achieves \(\delta^{c r, n o-d}\)-coercion-resistance if for all dictated coerced strategies \(\pi_{v_{c o}} \in V_{S}\) there exists a counter-strategy \(\tilde{\pi}_{v_{c o}} \in V_{S}\) s.t. for all coercer programs \(\pi_{c} \in C_{S}\) :
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{v_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto \gamma\right]\) is overwhelming.
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto 1\right]\) is \(\delta^{c r, n o-d}\)-bounded and \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\pi_{\mathrm{v}_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto 1\right]\) is negligible.
The coercer's optimal strategy to obtain this \(\delta^{c r, n o-d}\) and the voter's strategy might differ from those in Definition 39 but \(\delta^{c r, n o-d} \leq \delta^{c r}\).

The no deniability probability clearly separates the RLT approaches. However, the original RLT always has plausible deniability if we choose to keep some ratio of ballots shrouded, and the voter can claim her ballot was not revealed. This is e.g. important for RLV giving deniability against an attack where the coercer provides a ciphertext to cast and asks for its decrypted vote.

In the case of masked ballots, there can be a chance of getting caught undeniably. This will depend strongly on the number of revealed ballot components \(m\), the vote distribution and the voter's goal. For the student election analysed above, the worst case when the goal of the voter is to cast ( \(1,0,0,0,0\) ). The coercer's optimal strategy is then to demand a vote for \((0,1,1,1,1)\). The coercer will blame the voter if there is no matching masked ballot, i.e. if no honest voters produce a collision which happens with probability \(\left(1-p_{c o l}\right)^{n_{h}+1}\). The probability of no deniability is then \(p=8 \cdot 10^{-9}\) for \(m=2\) but jumps abruptly to \(p=0.6\) for \(m=3\).

An interesting case is when the voter has a simple goal to cast a signature part or not, and when the vote distribution has some ballots strictly zero probability. for example let us consider a three candidate \(0 / 1\) election with 1 -vote probabilities ( \(1 / 2,1 / 2,0\) ). The voter's goal is to cast a 1 for the first candidate. The coercer's optimal strategy is to demand a signature ballot \((0,0,1)\). The voter has two counter-strategies: 1\()\) casting a vote \((1,0,0)\) without the signature part or 2 ) casting a vote \((1,0,1)\) with the signature part. For (1) there is no deniability if no other voter casts a matching ballot and the coerced voter's ballot does not match either.

For \(m=1\), this happens with \(p=(2 / 3)^{n_{h}+1}\) and for \(m=2\) with \(p=(11 / 12)^{n_{h}}\), both are small if we have many voters. For 2) there will always be a matching vote if the first part of the coerced voter's ballot is masked. However, if the last part is revealed, the coercer can deduce this ballot comes from the coerced voter since this candidate had a probability of 0 . If the vote in the first part is revealed as well, then the voter is caught with no deniability. Thus is no deniability with probability \(1 / 3(2 / 3)^{n_{h}}\) for \(m=1\) and \(1 / 3+1 / 3(11 / 12)^{n_{h}}\) for \(m=2\). Thus for \(m=1\), strategy 2 ) is always better, but for \(m=2\) strategy 1) is better when we have more than 13 voters. In some cases the voter strategy thus depends on \(m\), which might not be known beforehand.

Finally, it is also natural to define the level of plausibility we can provide. The average plausibility that a voter has, e.g. in Definition 39, is useful. Still, it would be more useful
to guarantee that the voter always has a certain level of coercion-resistance. We leave a precise definition for future work.

\subsection*{9.5.3 Receipt-Freeness}

Following [181], definition 39 also covers receipt-freeness. However, we again argue that modelling some variants is useful. For example the following definition is based on a swap of \(\pi_{\mathrm{v}_{c o}}\) and \(\tilde{\pi}_{\mathrm{v}_{c o}}\) in Definition 50, and models vote buyers who do not want to pay a "free lunch" to vote sellers who follow their own goal. The voter goal \(\gamma\) can here be to cast a specified vote or set of votes.

Definition 51 (Weak Vote Buying Resistance). For a given small \(p_{\mathrm{fl}}, S\) achieves \(\delta^{w v b}\) -coercion-resistance if for all dictated coerced strategies \(\pi_{\mathrm{v}_{c o}} \in V_{S}\) there exists a counterstrategy \(\tilde{\pi}_{\mathrm{V}_{c o}} \in V_{S}\) s.t. for all coercer programs \(\pi_{c} \in C_{S}\) :
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{\text {co }}}\right\| \pi_{v}\right)^{(l)} \mapsto \gamma\right]\) is overwhelming.
- \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\pi_{\mathrm{v}_{c o}}\right\| \pi_{v}\right)^{(l)} \mapsto 1\right]-\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]\) is \(\delta^{\text {wvb }}\)-bounded and \(\operatorname{Pr}\left[\left(\pi_{c}\left\|\tilde{\pi}_{\mathrm{v}_{c o}}\right\| \pi_{\nu}\right)^{(l)} \mapsto 1\right]\) is \(p_{\mathrm{fl}}-\) bounded.

We interpret outputting " 1 " as paying the vote seller, and this definition bounds how often an instruction-following vote seller gets paid by a vote-buyer (by \(\delta^{w v b}+p_{\mathrm{ff}}\) ), but under the condition that a voter who casts another vote is only paid with a (very) small probability \(p_{\mathrm{ff}}\). This is a weakened vote-buyer model but interesting since a vote buyer should avoid vote sellers going for a "free lunch". If the probability of an honest vote seller getting paid is low, it will help curb vote-selling (even though the vote buyer could increase the price and create a "vote selling lottery"). This definition, makes sense to drop the quantification over the coercer's strategies to see the resistance of vote to buy for different vote choices.

RLT. In the original RLT, a signature ballot will be revealed with probability \(1-f_{\text {blind }}\). If the vote buyer sees this, they can pay the vote seller. They will only pay the voter seller wrongly with a small probability \(p_{\mathrm{fl}}\) equal to the probability that one of the honest voters cast the signature ballot, i.e. \(\delta^{v b} \simeq 1-f_{\text {blind }}\) which can be rather high and protects badly against vote-buying.

Masked RLT. For the masked ballots, we can, however, choose \(m\) such that several ballots will have the same masking as the signature ballot and makes it hard for the vote buyer to assess if the signature ballot was cast. For the student election, the number of matches with the optimal signature ballot \((0,1,1,1,1)\) is binomially distributed with an expectation value of 18.4 colliding ballots and a standard deviation of around 4 .

For a more precise example, we can consider the three-candidate election with probabilities \((1 / 2,1 / 2,0)\) as above and assume that the goal of the voter is to cast 0 for candidate 1 and \(p_{\mathrm{fl}}=0\). For \(m=1\), we will have \(\delta^{v b}=0\), but for \(m=2\), the vote-buyer can demand a vote for candidates 1 and 3 and payout if he sees ( \(1, *, 1\) ). Any counter-strategy with 0 for candidate 1 gives \(\delta^{v b}=1 / 3\).

We note that the new quantitative definitions for no deniability coercion-resistance (Def. 50), the weak vote-buying resistance (Def. 51) and the original \(\delta^{c r}\)-coercion-resistance (Def. 39) are considering different aspects of coercion-resistance and stating the three different \(\delta\)-values gives a more nuanced description of the security of a given voting
protocol. Also, note that the \(\delta\) values are calculated using potentially different strategies for the coercer and voter. Finding unified strategies optimising the parameters is an interesting line of future work. Finally, there are natural, more fine-grained, definitions extending these which should also be considered in the future.

\subsection*{9.6 Conclusion}

We have shown that the idea of risk-limiting tallies and risk-limiting verification can be applied effectively to complex ballots. Furthermore, we gain far greater flexibility in masking strategies by partially masking each ballot rather than simply masking a subset of the ballots as in the original RLT and RLV. This will be explored further to optimise the trade-offs between the various measures defined in future works.

The approach is more robust against any claims of being undemocratic: all ballots are counted, and indeed in the full tally/partial verification option, all are counted fully. The only compromise then is some reduction in the level of verifiability, but this can be adjusted and is probably acceptable. If we compare this with ThreeBallot, the chance of detecting a manipulated ballot is \(1 / 3\), assuming that the attacker does not learn which ballot was retained by the voter. In our case, we can achieve a good level of coercion mitigation with, say, a shrouding of \(\pm 1 / 2\) of each ballot

Finally, we did a preliminary analysis of the quantitative privacy for the different tally methods, and the coercion-resistance, particularly the probability a coerced voter gets undeniably caught. However, the new masked tallies are more appropriate for receiptfreeness, particularly with upper bounds on the number of vote sellers. In contrast, the old RLT provides good plausible deniability to coerced voters. This suggests combining both methods when possible, but future work is needed to define the precise level of vote-buying resistance.
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\section*{Appendix}

\section*{Appendix.A}

\section*{Proof of Proposition 3}

Prposition 3. If the DBDH assumption holds relative to GroupGen, then \(H_{1}\) and \(H_{2}\) are computationally indistinguishable.

Proof. The simulator \(\mathbb{B}\) takes as input ( \(g, A=g^{\alpha}, B=g^{\beta}, C=g^{\tau}, Z \stackrel{?}{=} \mathbf{e}\left(g, g^{\alpha \beta \tau}\right)\) ) and interacts with the adversary \(\mathcal{A}\) impersonating the challenger.

SetUp phase. The adversary \(\mathcal{A}\) sends two vectors \(\vec{x}, \vec{y}\) to \(\mathbb{B}\). The simulator picks
\[
\Omega, k, \tilde{a}, \delta_{b}, \theta_{b}, w_{1, i}, t_{1, i}, \tilde{f}_{b, i}, \tilde{h}_{b, i} \stackrel{\$}{-} \mathbb{Z}_{p}^{\star}
\]
for \(b=1,2\) and \(i \in[n]\). Then, for each \(i \in[n]\), the simulator computes \(w_{2, i}, t_{2, i}\) such that:
\[
\Omega=\delta_{1} w_{2, i}-\delta_{2} w_{1, i}=\theta_{1} t_{2, i}-\theta_{2} t_{1, i} .
\]
\(\mathbb{B}\) computes the master public key components for \(b \in[2], i \in[n]\) as follows:
\[
\begin{aligned}
& \left\{W_{b, i}=g^{w_{b, i}}, F_{b, i}=B^{x_{i} \delta_{b}} \cdot g^{\tilde{b}_{b, i}}, T_{b, i}=g^{t_{b, i}}, H_{b, i}=B^{x_{i} \theta_{b}} \cdot g^{\tilde{h}_{b, i}}\right\}_{b \in[2], i \in[n]} \\
& \left\{U_{b}=g^{\delta_{b}}, V_{b}=g^{\theta_{b}}\right\}_{b \in[2]}, h=g^{\Omega}, \Lambda=\mathbf{e}(A, B)^{-\Omega} \cdot \mathbf{e}(A, g)^{\tilde{a}}, K_{1}=A^{k}, K_{2}=B^{\frac{-\Omega}{k}} \cdot g^{\frac{\tilde{a}}{k}} .
\end{aligned}
\]

By doing so, \(\mathbb{B}\) knows all secret parameters except \(\left\{f_{b, i}, h_{b, i}\right\}_{b \in[2], i \in[n]}\) which implicitly are set \(f_{b, i}=x_{i} \delta_{b} \beta+\tilde{f}_{b, i}, h_{b, i}=x_{i} \theta_{b} \beta+\tilde{h}_{b, i}\). The following shows the simulator generates the well-form master public key, with same distribution in both hybrids:
\[
\begin{aligned}
& \Lambda=\mathbf{e}(A, B)^{-\Omega} \cdot \mathbf{e}(A, g)^{\tilde{a}}=\mathbf{e}\left(g^{\alpha}, g^{\beta}\right)^{-\Omega} \cdot \mathbf{e}\left(g^{\alpha}, g\right)^{\tilde{a}}=\mathbf{e}\left(g, g^{-\alpha \beta \Omega+\alpha \tilde{a}}\right) \Rightarrow g^{\prime}=g^{-\alpha \beta \Omega+\alpha \tilde{a}}, \\
& \mathbf{e}\left(K_{1}, K_{2}\right)=\mathbf{e}\left(A^{k}, B^{\frac{-\Omega}{k}} \cdot g^{\tilde{\tilde{k}}}\right)=\mathbf{e}\left(A, B^{-\Omega} \cdot g^{\tilde{a}}\right)=\Lambda .
\end{aligned}
\]

Token query phase. First, notice that in the token query phase, \(\mathcal{A}\) is allowed to ask the token for some vectors \(\vec{v} \in \mathbb{Z}_{p}^{n}\) such that \(c_{x}=\langle\vec{x}, \vec{v}\rangle \neq 0\). To generate a token for vector \(\vec{v}\), the simulator first chooses random elements \(\tilde{\lambda}_{1}, \tilde{\lambda}_{2}, r_{i}, \Phi_{i} \stackrel{\$}{-} \mathbb{Z}_{p}\), for \(i=1, \ldots, n\) and compute the token components as follows:
\[
\begin{aligned}
& \left\{K_{3, i}=g^{-\delta_{2} r_{i}} \cdot\left(g^{\tilde{\lambda}_{1}} \cdot A^{-1 / 2 c_{x}}\right)^{v_{i} w_{2, i}}, K_{4, i}=g^{\delta_{1} r_{i}-\tilde{\lambda}_{1} v_{i} w_{1, i}} \cdot A^{v_{i} w_{1, i} / 2 c_{x}}\right\}_{i \in[n]}, \\
& \left\{K_{5, i}=g^{-\theta_{2} \Phi_{i}} \cdot\left(g^{\tilde{\lambda}_{2}} \cdot A^{-1 / 2 c_{x}}\right)^{v_{i} t_{2, i}}, K_{6, i}=g^{\theta_{1} \Phi_{i}-\tilde{\lambda}_{2} v_{i} t_{1, i}} \cdot A^{v_{i} t_{1, i} / 2 c_{x}}\right\}_{i \in[n]}, \\
& K_{B}=\prod_{i=1}^{n} g^{-\left(r_{i}+\Phi_{i}\right)}, K_{A}=\Psi_{1} \cdot \Psi_{2} \cdot A^{\tilde{a}}
\end{aligned}
\]
which:
\[
\begin{aligned}
& \Psi_{1}=B^{-\tilde{\lambda}_{1} \Omega c_{x}} \cdot \prod_{i=1}^{n} F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)} \\
& \Psi_{2}=B^{-\tilde{\lambda}_{2} \Omega c_{x}} \cdot \prod_{i=1}^{n} H_{1, i}^{\theta_{2} \Phi_{i}} H_{2, i}^{-\theta_{1} \Phi_{i}} g^{-\lambda_{2} v_{i}\left(\tilde{h}_{1, i} t_{2, i}-\tilde{h}_{2, i} t_{1, i}\right)}
\end{aligned}
\]

Note that \(g^{\tilde{\lambda}_{1}} \cdot A^{-1 / 2 c_{x}}=g^{\tilde{\lambda}_{1}-\alpha / 2 c_{x}}\) and \(g^{\tilde{\lambda}_{2}} \cdot A^{-1 / 2 c_{x}}=g^{\tilde{\lambda}_{2}-\alpha / 2 c_{x}}\), hence by defining \(\lambda_{b}=\) \(\tilde{\lambda}_{b}-\alpha /\left(2 c_{x}\right)\), for \(b=1,2\), we see \(\left\{K_{j, i}\right\}_{j=3,4,5,6, i \in[n]}\) has the proper structure. For component \(K_{A}\) consider the following computation:
\[
\begin{aligned}
& f_{1, i} w_{2, i}-f_{2, i} w_{1, i}=\left(x_{i} \delta_{1} \beta+\tilde{f}_{1, i}\right) w_{2, i}-\left(x_{i} \delta_{2} \beta+\tilde{f}_{2, i}\right) w_{1, i}= \\
& x_{i} \beta\left(\delta_{1} w_{2, i}-\delta_{2} w_{1, i}\right)+\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}=\Omega x_{i} \beta+\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right) \\
\Rightarrow & K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}}=g^{-f_{1, i}\left(-\delta_{2} r_{i}+v_{i} w_{2, i} \lambda_{1}\right)-f_{2, i}\left(\delta_{1} r_{i}-v_{i} w_{1, i} \lambda_{1}\right)}= \\
& =F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{\lambda_{1} v_{i}\left(-f_{1, i} w_{2, i}+f_{2, i} w_{1, i}\right)}=F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\Omega x_{i} \beta+\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)\right)} \\
& =F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)} \cdot g^{-\lambda_{1} v_{i} \Omega x_{i} \beta} \\
\Rightarrow & \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}}=\prod_{i=1}^{n} F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)} \cdot g^{-\lambda_{1} \Omega \beta \sum_{i=1}^{n} v_{i} x_{i}} \\
& =\prod_{i=1}^{n} F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)} \cdot g^{-\left(\tilde{\lambda}_{1}-\alpha /\left(2 c_{x}\right)\right) \Omega \beta\langle\vec{x}, \vec{v}\rangle} \\
& =(\underbrace{n}_{i=1} F_{1, i}^{\delta_{2} r_{i}} F_{2, i}^{-\delta_{1} r_{i}} g^{-\lambda_{1} v_{i}\left(\tilde{f}_{1, i} w_{2, i}-\tilde{f}_{2, i} w_{1, i}\right)}) \cdot B^{-\tilde{\lambda}_{1} \Omega c_{x}} \cdot g^{\Omega \alpha \beta / 2}=\Psi_{1} \cdot g^{\Omega \alpha \beta / 2}
\end{aligned}
\]

With same computation we conclude \(\prod_{i=1}^{n} K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}}=\Psi_{2} \cdot g^{\Omega \alpha \beta / 2}\) hence:
\[
\begin{aligned}
\Rightarrow K_{A} & =g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}}=g^{\prime} \cdot \Psi_{1} \cdot g^{\Omega \alpha \beta / 2} \cdot \Psi_{2} \cdot g^{\Omega \alpha \beta / 2} \\
& =\Psi_{1} \cdot \Psi_{2} \cdot g^{-\alpha \beta \Omega+\alpha \tilde{a}} \cdot g^{\alpha \beta \Omega}=\Psi_{1} \cdot \Psi_{2} \cdot g^{\alpha \tilde{a}}=\Psi_{1} \cdot \Psi_{2} \cdot A^{\tilde{a}}
\end{aligned}
\]

Challenge phase. The simulator chooses random elements
and implicitly define the new randomnesses:
\[
s_{2}=\tau+\tilde{s}_{2}, s_{2}=\tau+\tilde{s}_{2}^{\prime}, s_{3}=-\beta \tau+\tilde{s}_{3}, s_{3}=-\beta \tau+\tilde{s}_{3}^{\prime}, s_{4}=-\beta \tau+\tilde{s}_{4}
\]

The challenge ciphertext is computed as follows (for \(i \in[n]\) )
\[
\begin{aligned}
& \mathrm{ct}_{1}=C^{\tilde{s}_{2}}=g^{\tau \tilde{s}_{2}}, \mathrm{ct}_{1}^{\prime}=C^{\tilde{s}_{2}^{\prime}}=g^{\tau \tilde{s}_{2}^{\prime}}, \mathrm{ct}_{2}=h^{s_{1}}, \mathrm{ct}_{2}^{\prime}=h^{s_{1}^{\prime}} \\
& \operatorname{ct}_{3, i}=g^{s_{1} \tilde{w}_{1, i}} \cdot g^{\tilde{s}_{2} \tilde{f}_{1, i}} \cdot B^{\tilde{\delta}_{1} x_{i} \tilde{s}_{2}} \cdot C^{\tilde{f}_{1, i}} \cdot g^{\tilde{\delta}_{1} x_{i} \tilde{s}_{3}}, \mathrm{ct}_{3, i}^{\prime}=g^{s_{1}^{\prime} \tilde{w}_{1, i}} \cdot C^{\tilde{s}_{2}^{\prime} \tilde{f}_{1, i}} \cdot B^{\tilde{\delta}_{1} x_{i} \tilde{s}_{3}^{\prime}} \\
& \mathrm{ct}_{4, i}=g^{s_{1} \tilde{w}_{2, i}} \cdot C^{\tilde{s}_{2} \tilde{f}_{2, i}} \cdot B^{\tilde{\delta}_{2} x_{i} \tilde{s}_{3}}, \mathrm{ct}_{4, i}^{\prime}=g^{s_{1}^{\prime} \tilde{w}_{2, i}} \cdot C^{\tilde{S}_{2}^{\prime} \tilde{f}_{2, i}} \cdot B^{\tilde{\delta}_{2} x_{i} \tilde{s}_{3}^{\prime}} \\
& \mathrm{ct}_{5, i}=g^{s_{1} \tilde{t}_{1, i}} \cdot C^{\tilde{S}_{2} \tilde{h}_{1, i}} Z^{\tilde{\theta}_{1} x_{i}}, \mathrm{ct}_{5, i}^{\prime}=g^{s_{1}^{\prime} \tilde{t}_{1, i}} \cdot C^{\tilde{s}_{2}^{\prime} \tilde{h}_{1, i}} Z^{\tilde{\theta}_{1} x_{i}} \\
& \mathrm{ct}_{6, i}=g^{s_{1} \tilde{t}_{2, i}} \cdot C^{\tilde{S}_{2} \tilde{h}_{2, i}} Z^{\tilde{\theta}_{2} x_{i}}, \mathrm{ct}_{6, i}^{\prime}=g^{s_{1}^{\prime} \tilde{t}_{2, i}} \cdot C^{\tilde{s}_{2}^{\prime} \tilde{h}_{2, i}} Z^{\tilde{\theta}_{2} x_{i}}
\end{aligned}
\]
\[
\begin{gathered}
\mathrm{ct}_{8}=Z^{\tilde{\Omega}} \cdot \mathbf{e}(A, C)^{-\tilde{a}} \cdot \Lambda^{-\tilde{s}_{2}} \cdot m_{0}, \mathrm{ct}_{8}^{\prime}=Z^{\tilde{\Omega}} \cdot \mathbf{e}(A, C)^{-\tilde{a}} \cdot \Lambda^{-\tilde{s}_{2}^{\prime}} \cdot m_{0} \\
\mathrm{ct}_{3, i}=W_{1, i}^{s_{1}} \cdot F_{1, i}^{s_{2}} \cdot \delta_{1}^{x_{i} s_{3}}=g^{s_{1} w_{1, i}} \cdot g^{f_{1, i}\left(\tilde{s}_{2}+\gamma\right)} \cdot g^{x_{i} \delta_{1}\left(-\gamma \beta+\tilde{s}_{3}\right)}=g^{s_{1} w_{1, i}} \cdot g^{f_{1, i} \tilde{s}_{2}} g^{\gamma\left(f_{1, i}-x_{i} \delta_{1} \beta\right)} \cdot g^{\left.x_{i} \delta_{1} \tilde{s}_{3}\right)} \\
=W_{1, i}^{s_{1}} \cdot g^{\tilde{s}_{2}\left(\beta \tilde{\delta}_{1} x_{i}+\tilde{f}_{1, i}\right)} \cdot g^{\gamma\left(f_{1, i}-x_{i} \tilde{\delta}_{1} \beta\right)} \cdot g^{\tilde{\delta}_{1} x_{i} \tilde{s}_{3}}=W_{1, i}^{s_{1}} \cdot B^{\tilde{s}_{2} \delta_{1} x_{i}} \cdot g^{\tilde{s}_{2} \tilde{f}_{1, i}} \cdot C^{\tilde{f}_{1, i}} \cdot g^{\delta_{1} x_{i} \tilde{s}_{3}}
\end{gathered}
\]

Same computation shows other components generated properly.

Analyzing the game: There exists two cases \(Z=\mathbf{e}(g, g)^{\alpha \beta \tau}\) or it is a random element in \(\mathbb{Z}_{p}\). Also note,
\[
\begin{aligned}
& \Lambda^{-s_{2}}=\Lambda^{-\tau-\tilde{s}_{2}}=\left(\mathbf{e}(A, B)^{-\Omega} \cdot \mathbf{e}(A, g)^{\tilde{a}}\right)^{-\tau} \cdot \Lambda^{-\tilde{s}_{2}}=\mathbf{e}(h, g)^{\alpha \beta \tau} \cdot \mathbf{e}(A, C)^{-\tilde{a}} \cdot \Lambda^{-\tilde{s}_{2}} \\
& \mathrm{ct}_{8}=Z^{\Omega} \cdot \mathbf{e}(A, C)^{-\tilde{a}} \cdot \Lambda^{-\tilde{s}_{2}} \cdot m_{0}=Z^{\Omega} \cdot \Lambda^{-s_{2}} \cdot \mathbf{e}(h, g)^{-\alpha \beta \tau} \cdot m_{0}=Z^{\Omega} \mathbf{e}\left(h, g^{-\alpha \beta \tau}\right) \cdot \Lambda^{-s_{2}} \cdot m_{0}
\end{aligned}
\]
1. If \(Z=\mathbf{e}(g, g)^{\alpha \beta \tau} \Rightarrow Z^{\Omega} \cdot \mathbf{e}\left(h, g^{-\alpha \beta \tau}\right)=\mathbf{e}\left(h, g^{\alpha \beta \tau}\right) \cdot \mathbf{e}\left(h, g^{-\alpha \beta \tau}\right)=1_{G_{T}} \mathrm{ct}_{8}=\Lambda^{-s_{2}} \cdot m_{0} \Rightarrow\) \(\mathcal{A}\) interacts with \(\mathrm{H}_{1}\)
2. If \(Z\) is a random element then \(\mathrm{ct}_{8}\) is also a random element hence \(\mathcal{A}\) interact with \(\mathrm{H}_{2}\)

\section*{Proof of Proposition 7}

Proposition 7. Under DLin assumption \(\mathrm{H}_{2}\) and \(\mathrm{H}_{3}\) are indistinguishable for all PPT adversaries.

Proof. The simulator takes as input:
\[
\left(g, A=g^{\alpha}, B=g^{\beta}, C=g^{\tau}, D=g^{\alpha \eta}, Z \stackrel{?}{=} g^{\beta(\eta+\tau)}\right)
\]
and by interacting with the adversary \(\mathcal{A}\), distinguish between \(g^{\beta(\eta+\tau)}\) and a random element.

SetUp phase. The adversary \(\mathcal{A}\) sends two vectors \(\vec{x}, \vec{y}\) to \(\mathbb{B}\). The simulator picks \(g^{\prime} \stackrel{\$}{\mathbb{G}}\) and \(\delta_{b}, \theta_{b}, \tilde{w}_{1, i}, \tilde{t}_{1, i}, f_{b, i}, \tilde{h}_{b, i}, \tilde{\Omega}, r \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{\star}\) for \(b=1,2\) and \(i \in[n]\). Then, for each \(i \in[n]\), the simulator computes \(w_{2, i}, t_{2, i}\) such that:
\[
\tilde{\Omega}=\delta_{1} \tilde{w}_{2, i}-\delta_{2} \tilde{w}_{1, i}=\theta_{1} \tilde{t}_{2, i}-\theta_{2} \tilde{t}_{1, i}
\]
\(\mathbb{B}\) computes the master public key components for \(b \in[2], i \in[n]\) as follows:
\[
\begin{aligned}
& \left\{W_{b, i}=B^{\delta_{b} x_{i}} A^{\tilde{w}_{b, i}}, F_{b, i}=g^{f_{b, i}}, T_{b, i}=B^{\theta_{b} x_{i}} A^{\tilde{t}_{b, i}}, H_{b, i}=B^{\theta_{b} x_{i}} g^{\tilde{h}_{b, i}}\right\}_{b \in[2], i \in[n]} \\
& \left\{U_{b}=g^{\delta_{b}}, V_{b}=g^{\theta_{b}}\right\}_{b \in[2]}, h=A^{\tilde{\Omega}}, \Lambda=\mathbf{e}\left(g, g^{\prime}\right), K_{1}=g^{k}, K_{2}=g^{\prime \frac{1}{k}} .
\end{aligned}
\]

The simulator knows exact value of \(\left\{f_{b, i}, \delta_{b}, \theta_{b}\right\}_{i \in[n], b \in[2]}\) and for the rest implicitly define the secret parameters as follows:
\[
w_{b, i}=\beta \delta_{b} x_{i}+\alpha \tilde{w}_{b, i}, t_{b, i}=\beta \theta_{b} x_{i}+\alpha \tilde{t}_{b, i}, h_{b, i}=\beta \theta_{b} x_{i}+\tilde{h}_{b, i}, \Omega=\alpha \tilde{\Omega}
\]

Observe that:
\[
\begin{aligned}
\delta_{1} w_{2, i}-\delta_{2} w_{1, i} & =\delta_{1}\left(\beta \delta_{2} x_{i}+\alpha \tilde{w}_{2, i}\right)-\delta_{2}\left(\beta \delta_{1} x_{i}+\alpha \tilde{w}_{1, i}\right) \\
& =\alpha\left(\tilde{w}_{2, i} \delta_{1}-\delta_{2} \tilde{w}_{1, i}\right) \\
& =\alpha\left(\tilde{t}_{2, i} \theta_{1}-\theta_{2} \tilde{t}_{1, i}\right) \\
& =\theta_{1} t_{2, i}-\theta_{2} t_{1, i} \\
& =\alpha \tilde{\Omega} \\
& =\Omega
\end{aligned}
\]

Thus, the simulator generates the master public key as the real setup algorithm.
Token query phase. The simulator chooses \(\tilde{\lambda}_{1}, \tilde{\lambda}_{2},\left\{\tilde{r}_{i}, \tilde{\Phi}_{i}\right\}_{i \in[n]}{ }^{\$} \mathbb{Z}_{p}^{\star}\), and then implicitly defines the following randomnesses:
\[
\lambda_{1}=-\frac{\tilde{\lambda}_{2}}{\alpha}+\tilde{\lambda}_{1}, \lambda_{2}=\frac{\tilde{\lambda}_{2}}{\alpha}, r_{i}=-\frac{\beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}+\tilde{r}_{i}, \Phi_{i}=\frac{\beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}+\tilde{\Phi}_{i} \alpha
\]

By that setting the simulator generates the token as:
\[
\begin{aligned}
& \log _{g} K_{3, i}= \delta_{2} r_{i}+\lambda_{1} v_{i} w_{2, i}=-\delta_{2}\left(-\frac{\beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}+\tilde{r}_{i}\right)+\left(-\frac{\tilde{\lambda}_{2}}{\alpha}+\tilde{\lambda}_{1}\right) v_{i} w_{2, i}= \\
& \frac{v_{i} \tilde{\lambda}_{2}}{\alpha}(\underbrace{x_{i} \delta_{2} \beta-w_{2, i}}_{-\alpha \tilde{w}_{2, i}})-\delta_{2} \tilde{r}_{i}+\tilde{\lambda}_{1} v_{i} w_{2, i}=-v_{i} \tilde{\lambda}_{2} \tilde{w}_{2, i}-\delta_{2} \tilde{r}_{i}+\tilde{\lambda}_{1} v_{i} w_{2, i} \\
& \Rightarrow K_{3, i}=g^{-\delta_{2} r_{i}} \cdot g^{\lambda_{1} v_{i} w_{2, i}}=g^{-\delta_{2} \tilde{r}_{i}} \cdot g^{-\tilde{\lambda}_{2} v_{i} \tilde{w}_{2, i}} \cdot W_{2, i}^{\tilde{\lambda}_{1} v_{i}} \Rightarrow K_{3, i} \text { is computable }
\end{aligned}
\]
\[
\log _{g} K_{5, i}=-\theta_{2} \Phi_{i}+\lambda_{2} v_{i} t_{2, i}=-\theta_{2}\left(\frac{\beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}+\tilde{\Phi}_{i}\right)+\left(\frac{\tilde{\lambda}_{2}}{\alpha}\right) v_{i} t_{2, i}
\]
\[
=-\frac{v_{i} \tilde{\lambda}_{2}}{\alpha}(\underbrace{\theta_{2} \beta x_{i}-t_{2, i}}_{-\alpha \tilde{t}_{2, i}})-\theta_{2} \tilde{\Phi}_{i}=v_{i} \tilde{\lambda}_{2} \tilde{t}_{2, i}-\theta_{2} \tilde{\Phi}_{i}
\]
\[
\Rightarrow K_{5, i}=g^{-\theta_{2} \Phi_{i}} \cdot g^{\lambda_{2} \nu_{i} t_{2, i}}=g^{-\theta_{2} \tilde{\Phi}_{i}} \cdot g^{v_{i} \tilde{\lambda}_{2} \tilde{t}_{2, i}} \Rightarrow K_{5, i} \text { is computable. }
\]
\[
\text { Same computation: } K_{4, i}=g^{\delta_{1} \tilde{r}_{i}} \cdot g^{\tilde{\lambda}_{1} v_{i} \tilde{w}_{1, i}} \cdot W_{1, i}^{-\tilde{\lambda}_{1} v_{i}}, K_{6, i}=g^{\theta_{1} \tilde{\Phi}_{i}} g^{-\tilde{\lambda}_{2} v_{i} \tilde{1}_{1, i}}
\]
\[
K_{B}=\prod_{i=1}^{n} g^{-\left(r_{i}+\Phi_{i}\right)}=\prod_{i=1}^{n} g^{-\left(-\frac{\beta v_{i} x_{i} \tilde{x}_{2}}{\alpha}+\tilde{r}_{i}+\frac{\beta v_{i} x_{i} \tilde{\tau}_{2}}{\alpha}+\tilde{\Phi}_{i}\right)}=\prod_{i=1}^{n} g^{-\left(\tilde{r}_{i}+\tilde{\Phi}_{i}\right)}
\]

To compute \(K_{A}\) notice that the simulator knows \(f_{b, i}\) hence \(\prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}}\) is computable. For the remaining part \(K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}}\), consider the following:
\[
\begin{aligned}
K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}} & =g^{h_{1, i} \theta_{2} \tilde{\Phi}_{i}} g^{-h_{1, i} \tilde{\lambda}_{2} v_{i} \tilde{z}_{2, i}} g^{-h_{2, i} \theta_{1} \tilde{\Phi}_{i}} g^{h_{2, i} \tilde{\lambda}_{2} v_{i} \tilde{1}_{1, i}} \\
& =H_{1, i}^{\theta_{2} \tilde{\Phi}_{i}} \cdot H_{1, i}^{-\tilde{\lambda}_{2} v_{i} \tilde{t}_{2, i}} H_{2, i}^{-\theta_{1} \tilde{\Phi}_{i}} \cdot H_{2, i}^{\tilde{\lambda}_{2} v_{i} \tilde{t}_{1, i}} \Rightarrow K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}} \text { is computable }
\end{aligned}
\]

This shows that the simulator can compute the token as the real challenger.

Challenge Phase: To generate the ciphertext, \(\mathbb{B}\) chooses random elements
\[
\tilde{s}_{1}, \ldots, \tilde{s}_{3}, \tilde{s}_{1}^{\prime}, \ldots, \tilde{s}_{3}^{\prime} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{\star}: \tilde{s}_{3} \neq \tilde{s}_{3}^{\prime}
\]
and computes the challenge ciphertext as follows:
\(\bullet \mathrm{ct}_{1}=C \cdot g^{\tilde{s}_{2}}=g^{\tau+\tilde{s}_{2}} \Rightarrow s_{2}=\tau+\tilde{s}_{2}\),
- \(\mathrm{ct}_{1}^{\prime}=C \cdot g^{\tilde{s}_{2}^{\prime}}=g^{\tau+\tilde{s}_{2}^{\prime}} \Rightarrow s_{2}^{\prime}=\tau+\tilde{s}_{2}\)
- \(\mathrm{ct}_{2}=D^{\tilde{\Omega}} \cdot A^{\tilde{\Omega} \tilde{s}_{1}}=\left(g^{\alpha \tilde{\Omega}}\right)^{\left(\eta+\tilde{s}_{1}\right)}=h^{\eta+\tilde{s}_{1}} \Rightarrow s_{1}=\eta+\tilde{s}_{1}\)
- \(\mathrm{ct}_{2}^{\prime}=D^{\tilde{\Omega}} \cdot A^{\tilde{\Omega} \tilde{s}_{1}^{\prime}} \Rightarrow s_{1}^{\prime}=\eta+\tilde{s}_{1}^{\prime}\)
\(\bullet \mathrm{ct}_{3, i}=W_{1, i}^{\tilde{s}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}} \cdot U_{1}^{\tilde{s}_{3} x_{i}} \cdot D^{\tilde{w}_{1, i}} \cdot C^{f_{1, i}}=W_{1, i}^{\tilde{s}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\tilde{s}_{3} x_{i}} \cdot g^{\eta \alpha \tilde{w}_{1, i}} \cdot F_{1, i}^{\tau}=\)
\(=W_{1, i}^{\tilde{s}_{1}} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\tilde{s}_{3} x_{i}} \cdot g^{\eta\left(w_{1, i}-\beta \delta_{1} x_{i}\right)}=W_{1, i}^{\tilde{s}_{1}+\eta} \cdot F_{1, i}^{\tilde{s}_{2}+\tau} \cdot U_{1}^{\left(\tilde{s}_{3}-\eta \beta\right) x_{i}} \Rightarrow s_{3}=-\eta \beta+\tilde{s}_{3}\)
- \(\mathrm{ct}_{4, i}=W_{2, i}^{\tilde{s}_{1}} \cdot F_{2, i}^{\tilde{s}_{2}} \cdot U_{2}^{\tilde{s}_{3} x_{i}} \cdot D^{\tilde{w}_{2, i}} \cdot C^{f_{2, i}},\left(\right.\) similar computation as \(\left.\mathrm{ct}_{3, i}\right)\)
and,
\[
\begin{aligned}
& \bullet \mathrm{ct}_{3, i}^{\prime}=W_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{1, i}^{\tilde{s}_{2}^{\prime}} \cdot U_{1}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot D^{\tilde{w}_{1, i}} \cdot C^{f_{1, i}} \\
& \bullet \mathrm{ct}_{4, i}^{\prime}=W_{2, i}^{\tilde{s}_{1}^{\prime}} \cdot F_{2, i}^{\tilde{s}_{2}^{\prime}} \cdot U_{2}^{\tilde{s}_{3}^{\prime} x_{i}} \cdot D^{\tilde{w}_{2, i}} \cdot C^{f_{2, i}} \\
& \bullet \mathrm{ct}_{5, i}=T_{1, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{1, i}} \cdot Z^{\theta_{1} x_{i}}, \\
& \bullet \mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}^{\prime}} \cdot C^{\tilde{h}_{1, i}} \cdot Z^{k \theta_{1} x_{i}} \\
& \bullet \mathrm{ct}_{6, i}=T_{2, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{2, i}} \cdot Z^{\theta_{2} x_{i}}, \\
& \bullet \mathrm{ct}_{6, i}^{\prime}=T_{2, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{\tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}^{\prime}} \cdot C^{\tilde{h}_{2, i}} \cdot Z^{\theta_{2} x_{i}}
\end{aligned}
\]

Analysis the game: First, notice that:
\[
\begin{aligned}
& D^{\tilde{t}_{1, i}}=g^{\eta \alpha \tilde{t}_{1, i}}=g^{\eta\left(t_{1, i}-\beta \theta_{1} y_{i}\right)}=T_{1, i}^{\eta} \cdot g^{-\beta \eta \theta_{1} y_{i}}, D^{\tilde{t}_{1, i}}=T_{1, i}^{\eta} \cdot g^{-k \beta \eta \theta_{1} y_{i}} \\
& C^{\tilde{h}_{1, i}}=g^{\tau\left(h_{1, i}-\beta \theta_{1} y_{i}\right)}=H_{1, i}^{\tau} \cdot g^{-\beta \tau \theta_{1} y_{i}}, C^{\tilde{h}_{1, i}}=H_{1, i}^{\tau} \cdot g^{-\beta \tau \theta_{1} y_{i}} \\
& \Rightarrow \\
& \mathrm{ct}_{5, i}=T_{1, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{1, i}} \cdot Z^{\theta_{1} y_{i}}= \\
& =T_{1, i}^{\tilde{s}_{1}} \cdot T_{1, i}^{\eta} \cdot g^{-\beta \eta \theta_{1} y_{i}} \cdot H_{1, i}^{\tilde{s}_{2}} \cdot H_{1, i}^{\tau} \cdot g^{-\beta \tau \theta_{1} y_{i}} \cdot Z^{\theta_{1} \vec{y}_{i}} \\
& =T_{1, i}^{\eta+\tilde{s}_{1}} \cdot H_{1, i}^{\tau+\tilde{s}_{2}} \cdot\left(g^{-\beta(\tau+\eta)} \cdot Z\right)^{\theta_{1} y_{i}}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot\left(g^{-\beta(\tau+\eta)} \cdot Z\right)^{\theta_{1} y_{i}} \\
& \mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot\left(g^{-\beta(\tau+\eta)} \cdot Z\right)^{\theta_{1} y_{i}} \\
& \text { If } Z=g^{\beta(\eta+\tau)} \Rightarrow\left\{\begin{array}{l}
g^{-\beta(\tau+\eta)} \cdot Z=1_{\mathbb{G}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \\
g^{(-\beta(\tau+\eta)} \cdot Z=1_{\mathbb{G}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}}
\end{array}\right. \\
& \Rightarrow \text { The adversary interact with hybrid } \mathrm{H}_{3}
\end{aligned}
\]
\[
\text { If } Z=g^{r} \quad \Rightarrow\left\{\begin{array}{l}
g^{-\beta(\tau+\eta)} \cdot Z=g^{r-\beta(\tau+\eta)} \xrightarrow{s_{4}=r-\beta(\tau+\eta)} \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} \cdot H_{1, i}^{s_{2}} \cdot U_{1}^{s_{4} y_{i}} \\
g^{(-\beta(\tau+\eta)} \cdot Z=g^{r^{\prime}} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}^{\prime}} \cdot H_{1, i}^{s_{2}^{\prime}} \cdot U_{1}^{r^{\prime} y_{i}}
\end{array}\right.
\]
\(\Rightarrow\) The adversary interact with hybrid \(\mathrm{H}_{2}\)

\section*{Proof of Proposition 8}

Proposition 8. Under DLin assumption \(\mathrm{H}_{3}\) and \(\mathrm{H}_{4}\) are indistinguishable for all PPT adversaries \(\mathcal{A}\).

Proof. The simulator takes as input ( \(g, A=g^{\alpha}, B=g^{\beta}, C=g^{\tau}, D=g^{\alpha \eta}, Z \stackrel{?}{=} g^{\beta(\eta+\tau)}\) ) and by interacting with the adversary \(\mathcal{A}\), distinguish between \(g^{\beta(\eta+\tau)}\) and a random element.

SetUp phase. Generating master public key is same as in 7, except that instead of \(\vec{x}=\) \(\left(x_{1}, \ldots, x_{n}\right)\) we use \(\vec{y}=\left(y_{1}, \ldots, y_{n}\right)\) to compute \(\left\{T_{b, i}, H_{b, i}\right\}_{i \in[n]}\) :
\[
\begin{aligned}
& \left\{W_{b, i}=B^{\delta_{b} x_{i}} A^{\tilde{w}_{b, i}}, F_{b, i}=g^{f_{b, i}}, T_{b, i}=B^{\theta_{b} y_{i}} A^{\tilde{t}_{b, i}}, H_{b, i}=B^{\theta_{b} y_{i}} g^{\tilde{h}_{b, i}}\right\}_{b \in[2], i \in[n]} \\
& \left\{U_{b}=g^{\delta_{b}}, V_{b}=g^{\theta_{b}}\right\}_{b \in[2]}, h=A^{\tilde{\Omega}}, \Lambda=\mathbf{e}\left(g, g^{\prime}\right), K_{1}=g^{k}, K_{2}=g^{\prime \frac{1}{k}}
\end{aligned}
\]

Which means the simulator implicitly defines:
\[
w_{b, i}=\beta \delta_{b} x_{i}+\alpha \tilde{w}_{b, i}, t_{b, i}=\beta \theta_{b} y_{i}+\alpha \tilde{t}_{b, i}, h_{b, i}=\beta \theta_{b} y_{i}+\tilde{h}_{b, i}, \Omega=\alpha \tilde{\Omega}
\]

Proving that the simulator generates the master public key, with the distribution same as a real challenger is same as 7 .

Token query phase. The simulator chooses \(\tilde{\lambda}_{1}, \tilde{\lambda}_{2},\left\{\tilde{r}_{i}, \tilde{\Phi}_{i}\right\}_{i \in[n]}{ }^{\$} \mathbb{Z}_{p}^{\star}\), and then implicitly defines the following randomnesses:
\[
\lambda_{1}=\tilde{\lambda}_{1}-\frac{c_{y} \tilde{\lambda}_{2}}{\alpha}, \lambda_{2}=\frac{c_{x} \tilde{\lambda}_{2}}{\alpha}, r_{i}=\tilde{r}_{i}-\frac{c_{y} \beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}, \Phi_{i}=\tilde{\Phi}_{i}+\frac{c_{x} \beta v_{i} y_{i} \tilde{\lambda}_{2}}{\alpha}
\]

The following computation shows the simulator can compute the token without knowing the exact value of the randomnesses:
\[
\begin{aligned}
& \log _{g} K_{3, i}=-\delta_{2} r_{i}+\lambda_{1} v_{i} w_{2, i}=-\delta_{2}\left(\tilde{r}_{i}-\frac{c_{y} \beta v_{i} x_{i} \tilde{\lambda}_{2}}{\alpha}\right)+\left(\tilde{\lambda}_{1}-\frac{c_{y} \tilde{\lambda}_{2}}{\alpha}\right) v_{i} w_{2, i} \\
&=-\delta_{2} \tilde{r}_{i}+\frac{c_{y} \tilde{\lambda}_{2}}{\alpha} v_{i}(\underbrace{\beta x_{i}-w_{2, i}}_{\alpha \tilde{w}_{2, i}})+\tilde{\lambda}_{1} v_{i} w_{2, i}=-\delta_{2} \tilde{r}_{i}+c_{y} \tilde{\lambda}_{2} v_{i} \tilde{w}_{2, i}+\tilde{\lambda}_{1} v_{i} w_{2, i}= \\
& \Rightarrow K_{3, i}=g^{-\delta_{2} \tilde{r}_{i}} \cdot g^{c_{y} \tilde{\lambda}_{2} v_{i} \tilde{w}_{2, i}} \cdot W_{2, i}^{\tilde{\lambda}_{1} v_{i}} \Rightarrow K_{3, i} \text { is compuatble } \\
& \log _{g} K_{5, i}=-\theta_{2} \Phi_{i}+\lambda_{2} v_{i} t_{2, i}=-\theta_{2}\left(\tilde{\Phi}_{i}+\frac{c_{x} \beta v_{i} y_{i} \tilde{\lambda}_{2}}{\alpha}\right)+\frac{c_{x} \tilde{\lambda}_{2}}{\alpha} v_{i} t_{2, i}=-\theta_{2} \tilde{\Phi}_{i}+\frac{c_{x} v_{i} \tilde{\lambda}_{2}}{\alpha}(\underbrace{t_{2, i}-\theta_{2} \beta y_{i}}_{\alpha \tilde{t}_{2, i}})= \\
& \Rightarrow K_{5, i}=g^{-\theta_{2} \tilde{\Phi}_{i}} \cdot g^{c_{x} \tilde{\lambda}_{2} v_{i} \tilde{t}_{2, i}} \Rightarrow K_{5, i} \text { is compuatble } \\
& \text { Similar computation } \Rightarrow K_{4, i}=g^{\delta_{1} \tilde{r}_{i}} \cdot g^{-c_{y} \tilde{\tilde{\lambda}}_{2} v_{i} \tilde{w}_{1, i}} \cdot W_{1, i}^{-\tilde{\lambda}_{1} v_{i}}, K_{6, i}=g^{\theta_{1} \tilde{\Phi}_{i}} \cdot g^{-c_{x} \tilde{\lambda}_{2} v_{i} \tilde{\tilde{l}}_{1, i}}
\end{aligned}
\]
\[
\begin{aligned}
& K_{A}=g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-h_{1, i}} K_{6, i}^{-h_{2, i}}=g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-\beta \theta_{1} y_{i}-\tilde{h}_{1, i}} K_{6, i}^{-\beta \theta_{2} y_{i}+\tilde{h}_{2, i}} \\
& =g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-\tilde{h}_{1, i}} K_{6, i}^{-\tilde{n}_{2, i}}\left(g^{-\theta_{2} \Phi_{i}} g^{\lambda_{2} v_{i} t_{2, i}}\right)^{-\beta \theta_{1} y_{i}}\left(g^{-\theta_{4} \Phi_{i}} g^{\lambda_{2} v_{i} t_{1, i}}\right)^{-\beta \theta_{2} y_{i}} \\
& =g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-\tilde{h}_{1, i}} K_{6, i}^{-\tilde{h}_{2, i}} g^{-\lambda_{2} v_{i} \beta y_{i}\left(t_{2, i} \theta_{1}-t_{1, i} \theta_{2}\right)} \\
& =g^{\prime} \cdot \prod_{i=1}^{n} K_{3, i}^{-f_{1, i}} K_{4, i}^{-f_{2, i}} K_{5, i}^{-\tilde{h}_{1, i}} K_{6, i}^{-\tilde{h}_{2, i}} B^{-\tilde{\lambda}_{2} v_{i} y_{i} \tilde{\Omega}} \Rightarrow K_{A} \text { is computable } \\
& K_{B}=\prod_{i=1}^{n} g^{-\left(r_{i}+\Phi_{i}\right)}=\prod_{i=1}^{n} g^{-\tilde{r}_{i}+\frac{c_{y} \tilde{\lambda}_{2} v_{i} x_{i} \beta}{\alpha}-\tilde{\Phi}_{i}-\frac{c_{x} \tilde{\lambda}_{2} v_{i} y_{i} \beta}{\alpha}}=\prod_{i=1}^{n} g^{-\left(\tilde{r}_{i}+\tilde{\Phi}_{i}\right)+\frac{c_{y} \tilde{\lambda}_{2} \beta}{\alpha}\left(c_{y} v_{i} x_{i}-c_{x} v_{i} y_{i}\right)}= \\
& =g^{-\sum_{i=1}^{n}\left(\tilde{r}_{i}+\tilde{\Phi}_{i}\right)} g^{\frac{\tilde{\mathcal{T}}_{2} \beta}{\alpha}\left(c_{x} \sum_{i=1}^{n} v_{i} y_{i}-c_{y} \sum_{i=1}^{n} v_{i} x_{i}\right)}=\prod_{i=1}^{n} g^{-\left(\tilde{r}_{i}+\tilde{\Phi}_{i}\right)} \cdot g^{\frac{\tilde{\bar{\lambda}}_{2} \beta}{\alpha}\left(c_{y} c_{x}-c_{x} c_{y}\right)}=\prod_{i=1}^{n} g^{-\left(\tilde{r}_{i}+\tilde{\Phi}_{i}\right)}
\end{aligned}
\]

This shows that the simulator can compute the token as the real challenger.
Generating the challenge ciphertext. Simulator does the exact steps as in 7 to generate the challenge ciphertext for all components except \(\mathrm{ct}_{5, i}, \mathrm{ct}_{6, i}, \mathrm{ct}_{5, i}^{\prime}, \mathrm{ct}_{6, i}^{\prime}\), which instead \(\left\{x_{i}\right\}_{i}\) puts \(\left\{y_{i}\right\}_{i}\) as power of \(Z\) :
\[
\begin{array}{ll}
\mathrm{ct}_{5, i}=T_{1, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{1, i}} \cdot Z^{\theta_{1} y_{i}} & \mathrm{ct}_{6, i}=T_{2, i}^{\tilde{s}_{1}} \cdot D^{\tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}} \cdot C^{\tilde{h}_{2, i}} \cdot Z^{\theta_{2} y_{i}} \\
\mathrm{ct}_{5, i}^{\prime}=T_{1, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{\tilde{t}_{1, i}} \cdot H_{1, i}^{\tilde{s}_{2}^{\prime}} & C^{\tilde{h}_{1, i}} \cdot Z^{\theta_{1} y_{i}}
\end{array} \mathrm{ct}_{6, i}^{\prime}=T_{2, i}^{\tilde{s}_{1}^{\prime}} \cdot D^{\tilde{t}_{2, i}} \cdot H_{2, i}^{\tilde{s}_{2}^{\prime}} \cdot C^{\tilde{h}_{2, i}} \cdot Z^{\theta_{2} y_{i}}
\]

\section*{Analysis the game:}
- If \(Z=g^{\beta(\eta+\tau)} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} H_{1, i}^{s_{2}} Z^{-\theta_{1} y_{i}} Z^{\theta_{1} y_{i}}=T_{1, i}^{s_{1}} H_{1, i}^{s_{2}} \Rightarrow \mathcal{A}\) interacts with hybrid \(\mathrm{H}_{3}\)
- If \(Z=g^{r} \Rightarrow \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} H_{1, i}^{s_{2}} \cdot g^{-\beta(\eta+\tau) \theta_{1} y_{i}} \cdot g^{\theta_{1} y_{i} r}=T_{1, i}^{s_{1}} H_{1, i}^{s_{2}} \cdot g^{(r-\beta(\eta+\tau)) \theta_{1} y_{i}}\) \(\xrightarrow{s_{4}=r-\beta(\eta+\tau) \neq 0} \mathrm{ct}_{5, i}=T_{1, i}^{s_{1}} H_{1, i}^{s_{3}} V_{1}^{s_{4} y_{i}}\) which is hybrid \(\mathrm{H}_{4}\)

\section*{Appendix.B}

\section*{Groth-Sahai Pairing product Equation for BGN relation}

Using the Groth-Sahai proof technique we have the following equation for the relation \(\mathrm{R}_{\text {ballot }}\) defined in 7.17:

\section*{Variables:}
\[
\begin{aligned}
& \mathcal{M}=g^{\text {vote }}, \mathcal{M}_{i}=g^{\text {vote }^{i}}, \mathcal{X}=g^{\mathrm{crd}}, \mathcal{A}_{i}=g^{\hat{a}^{i}}, \mathcal{C} \mathcal{A}_{i}=\mathrm{CA}_{i}, \\
& \hat{\mathcal{M}}=h^{r_{v}}, \hat{\mathcal{M}}_{i}=h^{\mathrm{r}_{i}}, \hat{\mathcal{X}}=h^{\mathrm{r}_{\text {crd }}}, \hat{\mathcal{A}}_{i}=h^{\mathrm{r}_{i}}, \hat{\mathcal{C \mathcal { A }}_{i}}=h^{r_{i}^{*}}
\end{aligned}
\]

\section*{Equation}
\[
\begin{aligned}
& \quad \mathbf{e}\left(\mathrm{CT}_{\text {vote }}, g\right)=\mathbf{e}\left(g^{\text {vote }} \cdot h^{r_{v}}, g\right)=\mathbf{e}(\mathcal{M}, g) \cdot \mathbf{e}(\hat{\mathcal{M}}, g) \\
& \mathbf{e}\left(\mathrm{CT}_{\text {crd }}, g\right)=\mathbf{e}\left(g^{\text {crd }} \cdot h^{r_{\text {crd }}}, g\right)=\mathbf{e}(\mathcal{X}, g) \cdot \mathbf{e}(\hat{\mathcal{X}}, g) \\
& \text { for } i=1, \ldots, k: \\
& \quad \mathbf{e}\left(\mathrm{CA}_{i}, g\right)=\mathbf{e}\left(g^{\hat{a}^{i}} \cdot h^{r_{i}^{\prime}}, g\right)=\mathbf{e}\left(\mathcal{A}_{i}, g\right) \cdot \mathbf{e}\left(\hat{\mathcal{A}}_{i}, g\right) \\
& \mathbf{e}\left(\mathrm{CA}_{i}, g\right)=\mathbf{e}\left(g^{\hat{a}^{i}}, g\right)=\mathbf{e}\left(g^{\hat{a}^{i-1}}, g^{\hat{a}}\right)=\mathbf{e}\left(\mathcal{A}_{i-1}, \mathcal{A}_{1}\right) \\
& \mathbf{e}\left(\mathrm{CA}_{i}^{*}, g\right)=\mathbf{e}\left(\mathrm{CA}_{i} \cdot h^{r_{i}^{*}}, g\right)=\mathbf{e}\left(\mathcal{C} \mathcal{A}_{i}, g\right) \cdot \mathbf{e}\left(\hat{\mathcal{C}_{\mathcal{A}}}, g\right) \\
& \mathbf{e}\left(\mathcal{M}_{k}, g_{2}\right) \cdot \mathbf{e}\left(\mathcal{M}_{k-1}, g_{2}\right)^{p_{1}} \cdot \ldots \cdot \mathbf{e}\left(\mathcal{M}_{1}, g_{2}\right)^{p_{k-1}} \cdot \mathbf{e}\left(g_{1}, g_{2}\right)^{p_{k}}=1_{G_{T}} \\
& \text { for } i=1,2, \ldots, m: \\
& \quad \mathbf{e}\left(\mathcal{M}_{i}, g\right) \cdot \mathbf{e}\left(\mathcal{M}_{i-1}, \mathcal{M}\right)^{-1}=1_{G_{T}}
\end{aligned}
\]

Notice that to prove the validity of the encrypted vote, vote \(\in \operatorname{cist}=\left\{c_{1}, \ldots, c_{m}\right\}\) the voter is required to prove:
\[
C T_{\text {vote }}=\text { Enc(vote) }, \text { vote } \epsilon \text { cList }
\]

Or equivalently prove that:
\[
\mathrm{CT}_{\text {vote }}=\operatorname{Enc}(\text { vote }): \text { Poly }_{C}(\text { vote })=0
\]

Where the polynomial Poly \({ }_{\mathcal{C}}\) is defined as follows:
\[
\text { Poly }_{\mathcal{C}}=\prod_{i=1}^{m}\left(x-\mathrm{c}_{i}\right)=\sum_{i=0}^{m} c_{i} x^{i}
\]```
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[^1]:    ${ }^{2}$ We refer to the IPE functionality of Katz, Sahai and Waters [173].

[^2]:    ${ }^{3}$ The latter however achieves everlasting privacy

[^3]:    ${ }^{4}$ This method can be applied for standard elections as well as for e-voting

[^4]:    ${ }^{1}$ This is not the case in Zero-Knowledge proof systems

[^5]:    ${ }^{1}$ This section is part of our publication in [242]

[^6]:    ${ }^{1}$ The International Conference on Practice and Theory of Public-Key Cryptography (PKC)

